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Logistics

● Homework 1 released

◯ Due: May 23, Friday
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Outline

● Contrastive learning

● Paper presentation:

◯ Andrii Dovhaniuk, Wendi Tan: “Machine learning center-specific models”
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Recap: Self-Supervised Learning: Examples

4[Courtesy: Lecun “Self-supervised Learning”]



Contrastive learning

● Take a data example 𝑥, sample a “positive” sample 𝑥𝑝𝑜𝑠 and “negative” samples 

𝑥𝑛𝑒𝑔 in some way

● Then try fit a scoring model such that

5

𝑠𝑐𝑜𝑟𝑒 𝑥, 𝑥𝑝𝑜𝑠 > 𝑠𝑐𝑜𝑟𝑒(𝑥, 𝑥𝑛𝑒𝑔)

Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Advances in Self-Supervised Learning



Contrastive learning

● Take a data example 𝑥, sample a “positive” sample 𝑥𝑝𝑜𝑠 and “negative” samples 

𝑥𝑛𝑒𝑔 in some way
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“positive” sample:

◯ Data of the same labels

◯ Data of the same pseudo-labels

◯ Augmented/distorted version of 𝑥

◯ Data that captures the same target from 

different views 

“negative” sample:

◯ Randomly sampled data

◯ Hard negative sample mining



Contrastive learning: Ex 1

Learning a similarity metric discriminatively
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[Chopra et al., 2005; Hadsell et al., 2006]

Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Advances in Self-Supervised Learning



Common contrastive learning functions

9[Courtesy: Weng & Kim, NeurIPS 2021 tutorial]



Contrastive learning: Ex 2

● SimCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021) 
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Contrastive learning: Ex 2

● SimCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021) 

◯ Predict a sentence from itself with only dropout noise

◯ One sentence gets two different versions of dropout augmentations
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Question 



Contrastive learning: Ex 2

● SimCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021) 

◯ Predict a sentence from itself with only dropout noise

◯ One sentence gets two different versions of dropout augmentations
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Contrastive learning: Ex 3 – InfoNCE (Noise-Contrastive Estimation)

14[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

● The CPC model

◯ 𝑐𝑡 : context representation from history 

◯ 𝑥𝑡+𝑘 (or 𝑧𝑡+𝑘): future target



InfoNCE loss

● Define scoring function 𝑓𝑘 > 0

● The InfoNCE loss:

◯ Given 𝑋 = { one positive sample from 𝑝(𝑥𝑡+𝑘| 𝑐𝑡), 𝑁 − 1 negative samples from the 

negative sampling distribution 𝑝(𝑥𝑡+𝑘) }

● InfoNCE is interesting because it’s effectively maximizing the mutual information 
between 𝑐𝑡 and 𝑥𝑡+𝑘

15[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



Mutual Information (MI)

● How much is our uncertainty about 𝑥 reduced by knowing 𝑐 ?

16

= 𝐻 𝑥 + 𝐻 𝑐 − 𝐻 𝑥, 𝑐

= 𝐻 𝑥 − 𝐻 𝑥|𝑐

= 𝐾𝐿 𝑝 𝑥, 𝑐 || 𝑝 𝑥 𝑝(𝑐)

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



Minimizing InfoNCE <=> Maximzing MI

● InfoNCE loss

17[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

• How does this loss maximize the mutual information?



Minimizing InfoNCE <=> Maximzing MI

● InfoNCE loss

● The loss is optimized when

◯ Proof: 

18[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

𝑝 𝑠𝑎𝑚𝑝𝑙𝑒 𝑖 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑋, 𝑐𝑡)
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• How does this loss maximize the mutual information?

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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• How does this loss maximize the mutual information?

Use proportionality 

condition

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



• How does this loss maximize the mutual information?

Take -ve inside log

21[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



• How does this loss maximize the mutual information?

This approximation becomes more 

accurate as N increases, so it is 

preferable to use large negative 

samples

22[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



• How does this loss maximize the mutual information?

= 1

23[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



• How does this loss maximize the mutual information?

24[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



• How does this loss maximize the mutual information?

25[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



Key Takeaways: Contrastive learning

● Contrastive learning is a way of doing self-supervised learning

● Positive samples, negative samples

● Mutual information

◯ InfoNCE  MI
26

= 𝐻 𝑥 + 𝐻 𝑐 − 𝐻 𝑥, 𝑐

= 𝐻 𝑥 + 𝐻 𝑥|𝑐

= 𝐾𝐿 𝑝 𝑥, 𝑐 || 𝑝 𝑥 𝑝(𝑐)
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Data Manipulation



Data manipulation

● Data augmentation

◯ Applies label-preserving transformations on original data points to expand the data 

size 

● Data reweighting

◯ Assigns an importance weight to each instance to adapt its effect on learning 

● Data synthesis

◯ Generates entire artificial examples

● Curriculum learning

◯ Makes use of data instances in an order based on “difficulty”

● …

28



Data augmentation

● Applies label-preserving transformations on original data points to expand the 
data size 

29Figure credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation

● Applies label-preserving transformations on original data points to expand the 
data size 

30Figure credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

● Change the pixels without changing 
the label 

● Train on transformed data 

● VERY widely used 

31Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

32Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

33Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

34Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

35Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

36Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

37Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

38Credit: http://cs231n.stanford.edu/slides/2019/cs231n_2019_lecture08.pdf

4. Mixup
● Training: Train on random 

blends of images 

● Testing: Use original images 

[Zhang et al., “mixup: Beyond Empirical Risk Minimization”, ICLR 2018]



Data augmentation for image
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5. Get creative!

Random mix/combinations of : 

● translation

● rotation

● stretching 

● shearing

● lens distortions, ... 

Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for text

40Chen et al., “An Empirical Survey of Data Augmentation for Limited Data Learning in NLP”



Data augmentation for text

41Chen et al., “An Empirical Survey of Data Augmentation for Limited Data Learning in NLP”



Data reweighting

● Assigns an importance weight to each instance to adapt its effect on learning 

◯ Weighting by inverse class frequency

◯ Weighting by the magnitude of loss

42

min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)



𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝑥𝑖)

Automatically learn the data weights

● Can we learn 𝜙𝑖 automatically?

● Training set 𝒟, a held-out “validation” set 𝒟𝑣

● Intuition: after training the model 𝜃 on the weighted data, the model gets better 
performance on the validation set 

◯ 𝜃′ is a function of 𝜙, i.e., 𝜃′ = 𝜃′(𝜙)

 

43

min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)

Hu et al., “Learning Data Manipulation for Augmentation and Weighting”

Ren et al., “Learning to reweight examples for robust deep learning”

𝜃′ = argmin
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)

𝜙′ = argm𝑖𝑛𝜙 − 𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝜙)(𝑥𝑖)



Automatically learn the data weights

44Hu et al., “Learning Data Manipulation for Augmentation and Weighting”



Apply the same algorithm to learn data augmentation

45Hu et al., “Learning Data Manipulation for Augmentation and Weighting”

● Augmentation function 𝑥′ = 𝑔𝜙 𝑥 . Can we learn 𝜙 automatically?

● Training set 𝒟, a held-out “validation” set 𝒟𝑣

● Intuition: after training the model 𝜃 on the augmented data, the model gets better 
performance on the validation set 

◯ 𝜃′ is a function of 𝜙, i.e., 𝜃′ = 𝜃′(𝜙)

 

min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  log 𝑝𝜃(𝑔𝜙(𝑥𝑖))

𝜃′ = argmin
𝜃

− 𝔼𝑥𝑖∼ 𝒟  log 𝑝𝜃(𝑔𝜙(𝑥𝑖))

𝜙′ = argm𝑖𝑛𝜙 − 𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝜙)(𝑥𝑖)



Curriculum learning

NOT MY FIRST JIGSAW PUZZLE

46Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning

47

MY FIRST JIGSAW PUZZLE

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning

48

LEARNING COGNITIVE TASKS (CURRICULUM):

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning

49

● Standard supervised learning:

◯ Data is sampled randomly 

● Curriculum learning:

◯ Instead of randomly selecting training points, select easier examples first, slowly 

exposing the more difficult examples from easiest to the most difficult 

◯ Key: definition of “difficulty”

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning

50Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“

PREVIOUS EMPIRICAL WORK: DEEP LEARNING

(Bengio et al, 2009): setup of paradigm, object recognition of 
geometric shapes using a perceptron; difficulty is determined 
by user from geometric shape

(Zaremba 2014): LSTMs used to evaluate short computer 
programs; difficulty is automatically evaluated from data –
nesting level of program.

(Amodei et al, 2016): End-to-end speech recognition in 
english and mandarin; difficulty is automatically evaluated 
from utterance length.

(Jesson et al, 2017): deep learning segmentation and 
detection; human teacher (user/programmer) determins
difficulty.



Key Takeaways

● Data manipulation

◯ Augmentation

◯ Reweighting

◯ Curriculum learning

◯ Synthesis (later)

51



Questions?
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