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Logistics

e Homework 1 released
O Due: May 23, Friday



Outline

e Contrastive learning

e Paper presentation:
O Andrii Dovhaniuk, Wendi Tan: “Machine learning center-specific models”



edict any part of the input from any
her part. (

» Predict the future from the past.

Recap: Self-Supervised Learning: Exa/m//ples/ﬁ——-ﬁa
(e - -

» Predict the future from the recent past.

» Predict the past from the present.

» Predict the top from the bottom. ?
» Predict the occluded from the visible A
» Pretend there is a part of the input you < Past Future —

don’t know and predict that. \Preﬁt/ﬁj

[Courtesy: Lecun “Self-supervised Learning”] 4




Contrastlve learning

e Take a datc exqmpléx s;mple a wple xp “negative” samples
‘, S

e Then try fit a scoring model such that
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Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone Advances in Self- Superwsed Le ni 5



Contrastive learning X )( @5 j

7

e Take a data example x, sample a “positiv
i—
Xneg In some way

' sample x,,s and “negative” samples

“positive” sample:
OiDq’rq of the same labels

L. e
o~Data of the same péggdo-labels © Hard negative sample mining
O Augmen’red‘dls’ror’red version of x @

O Data that.captures the same ta rget from -Bé
different view @ ‘-r ﬂ
- ¢ %,

“negative” sample:
.,

0 Randomly sampled data &




Contrastive learning: Ex 1 = ?g

Learning a similarity metric discriminatively =
Sample a pair of images and compute their distance:
-~
'D = H T, Ti|2
ﬁ
> 7, b
If positive sample:
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S b s =< X pos
If negative sag/le-:; W ‘/

My L, = max (0, (-:—D.,;))2
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i

[Chopra etma'deel-l-et al., 2006] M- m p. é?ﬂ
Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Self-SupeNised Learning




Common contrastive learning functions

e Contrastive loss (Chopra et al. 2005)

e Tripletloss (Schroff et al. 2015; FaceNet) a9 X .
e Lifted structured loss (Song et al. 2015)

e Multi-class n-pair loss (Sohn 2016)

e Noise contrastive estimation ("NCE"; Gutmann & Hyvarinen 2010)
o I.ric_)_l\_lgE (van den QOord, et al. 2018)

%
e Soft- nearest neighbors Ioss (Salakhutdinov & Hinton 2007,
Frosst et al. 201 9)

-~

[Courtesy: Weng & Kim, NeurlPS 2021 tutorial]



’g‘%?

e SimCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021)

Contrastive learning: Ex 2



Contrastive learning: Ex 2 <

\ s
o SimCSE (“Simple Contrastive learning of Sen’rﬁ:%irﬁ%i;c;”; quzgjl' 20%»i é X

o Predict a sentence from itself with only dropout noise

o0 One sentence gets two different versions of dropout augmentatio — /I:
. o ‘ - Z,
(a) Unsupervised SimCSE
T, Different hidden dropout masks
in two forward passes
—

[ Two dogs are running. }’ -'* (c Ll
—

A man surfing on the sea. =+ E =22

, s
/ A ~
A kid is on a skateboard. ™ (:.:-—-... @!
ra
.............................. . f r
@ Encoder % <¢®
' : N % O

: — Positive instance

. —~ Negative instance :

(5

Figure 1: (a) Unsupervised SimCSE predicts the input sentence itself from in-batch negatives, with different hidden
dropout masks applied.



e 7 o
Contrastive learning: Ex 2 6(1 Y )( )\/%

e SimCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021)
O Predict a sentence from itself with only dropout noise
o One sentence gets two different versions of dropout augmentations q

(a) Unsupervised SimCSE (b) Supervised SimCSE @1
Different hidden dropout masks ’-\’[Q
in two forward passes (<
— ﬁ
[ Two dogs are running. }> s (O]0) & @{

A man surfing on the sea. | E (=22

A kid is on a skateboard. | PO

: — Positive instance

. —~ Negative instance :

Figure 1: (a) Unsupervised SimCSE predicts the input sentence itself from in-batch negatives, with different hidden
dropout masks applied.
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Contrastive learning: Ex 2 /E E “;?

e SimCSE (“Simple Contrastive learning of Senté

E-m.@dm .-Gao %2 («
O Predict a sentence from itself with only dropout noise /

o0 One sentence gets two different versions of dropout ougmen’rq’rlo

2
(a) Unsupervised SimCSE (b) Supervised SimCSE
LN Different hidden dropout masks X

%

in two forward passes { >- / _;
— —

[ Two dogs are running. }> s (O]0) &

-
_ Two dogs 0 Or— 00~ -| There are animals outdoors.
"1' are I‘Lll'LTliIlg T’:‘:\\ label=entailment
I — * Al 1‘\
A man surfing on the sea. | E [=.22F J,' ”"“ @Yo, The pets are sitting on a couch. |\~
1 \ label =contradiction
/ 1 111| \ | S—
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Figure 1: (a) Unsupervised SimCSE predicts the input sentence itself from in-batch negatives, with different hidden

dropout masks applied. (b) Supervised SimCSE leverages the NLI datasets and takes the entailment (premise-
hypothesis) pairs as positives, and contradiction pairs as well as other in-batch instances as negatives



Contrastive learning: Ex 3 — INnfoNCE (Noise-Contrastive Estimation)

e The CPC model

O Cy: context representation from history

O X¢yp (or Zpy): future target ( :

i —
-

—2 e, =
QWE? @ @ @ @ Y \
3’""" ¢
& ‘-‘_:_i_m" b
genC genC genC genC genC genC genC
S,
u L3 | ZTt—2 | ZTt-1 [ l Tt+1 | Tt42 Tt43 Tt+a |

il
‘_‘:‘.‘.‘é # — — — k‘a
[van den Oord et al., “Representation Learning with Contrasti;;Eredictive Codinﬂ E E/ P N



InfoNCE loss 4
e Define scoring function f;, > 0 C‘é )f-/ /ﬁiqg-

e The InfoNCE loss:

o Given X = { one positive sample from p(x;, x| ¢;), N — I 'negative samples from the
negative sampling distribution p(X;4 1) }\_52‘ /tz

BN L = —

Te

=
;
e InfoNCE is interesying because it’s effectively maxinfizin eﬁ@%}*ﬁﬁ&g %p%
between ¢; qn(zé _/W nE)Oﬁ -4 5 —__

[van den Oord et al., “Representation Learning with Contrastive P‘FG%C
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INfONCE loss

e Define scoring function f;, > 0
e The InfoNCE loss:

o Given X = { one positive sample from p(x;,x| ¢;), N — 1 negative samples from the
negative sampling distribution p(x;,1) }

fk($t+kact)

Z:chX fk(fl?], Ct)_

Ln=—E |log

*J
X

e InfoNCE is interesting because it’s effectively maximizing the mutual information

e —,
between ¢; and x4
L= —

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”] 16



Mutual Information (Ml)

e How much is our uncertainty about x reduced by knowing ¢ ¢

I!ac“i c) = ;p(w, c) log pp(:c, C)) = mZ,Cp(as', c) log p(zlc) c_-

(z)p(c p(z)

=H(x)+ H(c) — H(x,c)

H(x|c)

= KL(pGo o) 11 pGop(c))
SG—2

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”] 17



Minimizing InfoNCE <=> Maximzing Ml

fe(Titr,ct)
Zar;j eX fk (:I’.J’ ct)

e [nfoNCE loss

Ly =—EK

]
X |08

I(Z44k, Ct) %lo N) —(Ln.

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

18



Minimizing InfoNCE <=> Maximzing Ml

e InfoNCE loss
Ln = —F |log fr(Tqr,c)
X za;jeX fk(wjv ct)
e The loss is optimized when p(xt—i—klct)
fr(T oy, cp)
(Tt 4k)
O Proof: ( | )H ( )
p\Z;|C i P\
p(sample i is positive|X, c;) = N ALl
Zj:l p(x;]ct) Hl;éj p(z1)
p(zilct)
— p(x;)
N p(zjlce)
2i5=1 pla;)

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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¢ How does this loss maximize the mutual information?

_ fe(@t+k,ct)
N = @ [108 ijeX fk(mjvct)]

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

20



¢ How does this loss maximize the mutual information?

C fulzean,ce)

B -

Use proportionality
condition

p(zjlct)

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

21



e How does this loss maximize the mutual information?

_ fe(Tiix,Ct)
En = @ llog ijeX fk(xjact)]

p(ﬂét+k|c)t)
Ly = —Elog Bfreh
X p(xiyrlce) p(zjlct)
P(Tttk) + za’jexneg P(;:j)
_ Elog |14 P®tk) 3 p(zj]ct) .
X p(Zt+klct) p(z;) Take -ve inside log

25 € Xneg

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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e How does this loss maximize the mutual information?

xr C
Lx=—E |log fe(Ttyr,ct)
X ijeX fk(wjvct)
p(ﬂzt+k|c)t)
LY = —Elog ro
X p(zirlct) p(zjlet)
p(Tt4k) + Z:373"5-’{neg P(;j)
—Elog |1+ P(-’Et+k) P(33j|ct)
X P(@iykle) &5 ple;)
J neg

~ @log

This approximation becomes more
accurate as N increases, so it is
preferable to use large negative

samples

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



[van den Oord et al.,

e How does this loss maximize the mutual information?

opt
Ly =

Ly =

E log [p($t+kct) + z

= %log

—E

E log

fk(xt-l—knct)
2o ex Ju(Tjct)

p(zjlct)
Tj€Xneg p(T;)

P(zetklct)
P(ﬂ?t+k)

P(ﬂ?H—k)

" P(Zt+k) 3 P(%|Ct)

_ P(Tisrlct) vy PAZIL |

14 PEek) =1
p(ztiklct) A\ \&

14 P@en) 1)}
P(Tetxlce)

“Representation Learning with Contrastive Predictive Coding”]
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e How does this loss maximize the mutual information?

Ly =—

|
<=
o

]

'V
<=

log

fk(mt-i—k‘act)
E |1
X o8 EmjeX fk(mjvct)]

P($t+k |Ct)
p(i‘t+k)

p(xeqkc) p(zjlct)
p(Tegr) +Z$J€Xneg p(z;)

|, P p(z;cr)
i P(Tetklce) 25 € Xneg p(z;)
P(Teyklct) Tj P(%‘)

|y P@) (N—l)]

P($t+k|ct)

i P($t+k)

_p(wt+k|6t)N]

= —I(x41, ) + log(N),
[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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e How does this loss maximize the mutual information?

fk($t+k-act)

ij .6 fr(zj,ct)

L‘,N: —% log

I($t+k, Ct) > log(N) — L‘,N.

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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Key Takeaways: Contrastive learning

e Contrastive learning is a way of doing self-supervised learning
e Positive samples, negative samples

e Mutual information

Zp:cclog p(z[c)

I(a:c prclogp (@)

p(c

=H(x)+ H(c)— H(x,c)
= H(x) + H(x|c)

= KL(p(x,c) || p(x)p(c))

O InfoNCE <~ MI

27



Data Manipulation



Data manipulation

@, o

: ) &VC_S@ 7
e Data augmentation Z‘ﬁiﬁ
A
o  Applies label-preserving transformations on original data points to expand the ddfa S

size

e Data reweighting

O Assigns an importance weight to each instance to adapt its effect on learning
e Data €yni ==

o Genetates entire artificial examples

e Curriculum learning,

O Makes use of data instances in an order based on “difficulty”



Questions?
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