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Outline

● Self-Supervised Learning (SSL)

◯ Contrastive learning

● Paper presentation:

◯ Kaiming Tao, Wenqi Li: “Transformers without Normalization”
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“X”-supervised learning

● Supervised learning

● Unsupervised learning

● Self-supervised learning

● Weakly-/distantly-supervised learning

● Semi-supervised learning

● …
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Self-Supervised Learning

● Given an observed data instance 𝒕

● One could derive various supervision signals based on the structure of the data

● By applying a “split” function that artificially partition 𝒕 into two parts 

◯ 𝒙, 𝒚 = 𝑠𝑝𝑙𝑖𝑡 𝒕

◯ sometimes split in a stochastic way

● Treat 𝒙 as the input and 𝒚 as the output

● Train a model 𝑝𝜃(𝒚|𝒙)
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Self-Supervised Learning: Examples

5[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Examples

6[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Motivation (I)

7[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Motivation (I)

● Successfully learning to predict everything from everything else would result in the 
accumulation of lots of background knowledge about how the world works 

● The model is forced to learn what we really care about, e.g. a semantic 
representation, in order to solve the prediction problem
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[Courtesy: Zisserman “Self-supervised Learning”]



Self-Supervised Learning: Motivation (II)

● The machine predicts any part of its input from any observed part

◯ A lot of supervision signals in each data instance

● Untapped/availability of vast numbers of unlabeled text/images/videos..

◯ Facebook: one billion images uploaded per day 

◯ 300 hours of video are uploaded to YouTube every minute 

9[Courtesy: Zisserman “Self-supervised Learning”]



Self-Supervised Learning (SSL): Examples

● SSL from text

● SSL from images

● SSL from videos

10



Self-Supervised Learning from Text

Examples: 

● Language models

● Learning contextual text representations
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Language Models

● Calculates the probability of a sentence:

◯ Sentence:

  

𝑝𝜃 𝒚 = ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡 𝒚1:𝑡−1)

𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑇) (I, like, this, …)

⋅⋅⋅ 𝑝𝜃 𝑙𝑖𝑘𝑒 𝐼) 𝑝𝜃 𝑡ℎ𝑖𝑠 𝐼, 𝑙𝑖𝑘𝑒) ⋅⋅⋅

Example:

LSTM𝜃 LSTM𝜃 LSTM𝜃

<BOS>

I

I

Iike

Iike

this

…Model: LSTM RNN



Language Models

● Calculates the probability of a sentence:

◯ Sentence:

  

𝑝𝜃 𝒚 = ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡 𝒚1:𝑡−1)

𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑇) (I, like, this, …)

⋅⋅⋅ 𝑝𝜃 𝑙𝑖𝑘𝑒 𝐼) 𝑝𝜃 𝑡ℎ𝑖𝑠 𝐼, 𝑙𝑖𝑘𝑒) ⋅⋅⋅

Example:

<BOS>

I

I

Iike

Iike

this

…DecoderDecoderMulti-head Self-attention

I

Model: Transformer



Language Models: Training

● Given data example 𝒚∗

● Minimizes negative log-likelihood of the data

◯ Next word prediction

min𝜃 ℒ(𝜃) = −log 𝑝𝜃(𝒚∗) = − ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡
∗ 𝒚1:𝑡−1

∗ )



Self-Supervised Learning from Text

Examples: 

● Language models

● Learning contextual text representations
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BERT

● BERT: A bidirectional model to extract contextual word embedding 



BERT: Pre-training with Self-supervised Learning

● Masked LM
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BERT: Downstream Fine-tuning 

● Use BERT for sentence classification
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BERT Results
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• Huge improvements over SOTA on 12 NLP task



Self-Supervised Learning (SSL): Examples

● SSL from text

● SSL from images

● SSL from videos
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SSL from Images, EX (I): relative positioning 

21[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

22[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

23[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

24[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

25[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (II): colorization 

26[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016 



SSL from Images, EX (II): colorization 

27[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016 



SSL from Images, EX (III): exemplar networks  

● Exemplar Networks (Dosovitskiy et al., 2014) 

● Perturb/distort image patches, e.g. by cropping and affine transformations 

● Train to classify these exemplars as same class 

28[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (IV): masked autoencoder (MAE)

29[He et al., 2021: Masked Autoencoders Are Scalable Vision Learners]



SSL from Images, EX (IV): masked autoencoder (MAE)

30[He et al., 2021: Masked Autoencoders Are Scalable Vision Learners]

Question: Why is this (75%) 

much larger than the mask rate 

in BERT (15%)?



SSL from Videos

Question: What’re your ideas of SSL from videos?
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SSL from Videos

Four example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

32[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 



SSL from Videos

Four example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

● Video direction

◯ Predict if video playing forwards or backwards 

33[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 



SSL from Videos

Four example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

● Video direction

◯ Predict if video playing forwards or backwards 

● Video tracking 

◯ Given a color video, colorize all frames of a gray scale version using a reference frame 

34[Courtesy: Zisserman “Self-supervised Learning”] Vondric  et al., 2018



SSL from Videos

Four example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

● Video direction

◯ Predict if video playing forwards or backwards 

● Video tracking 

◯ Given a color video, colorize all frames of a gray scale version using a reference frame 

● Video next frame prediction

35[Courtesy: Zisserman “Self-supervised Learning”] Vondric  et al., 2018



Key Takeaways

● Self supervision learning

◯ Predicting any part of the observations given any available information

◯ The prediction task forces models to learn semantic representations

◯ Massive/unlimited data supervisions

● SSL for text:

◯ Language models: next word prediction

◯ BERT text representations: masked language model (MLM)

● SSL for images/videos:

◯ Various ways of defining the prediction task
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Questions?
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