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Outline

● Data Manipulation

◯ (meta learning)

● Paper presentation:

◯ Akbota Assan, Derrick Yao: “Reasoning Models Don't Always Say What They Think”
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Data manipulation

● Data augmentation

◯ Applies label-preserving transformations on original data points to expand the data 

size 

● Data reweighting

◯ Assigns an importance weight to each instance to adapt its effect on learning 

● Data synthesis

◯ Generates entire artificial examples

● Curriculum learning

◯ Makes use of data instances in an order based on “difficulty”

● …
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Data augmentation

● Applies label-preserving transformations on original data points to expand the 
data size 

4Figure credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation

● Applies label-preserving transformations on original data points to expand the 
data size 
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Data augmentation for image

● Change the pixels without changing 
the label 

● Train on transformed data 

● VERY widely used 

6Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image
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Data augmentation for image

8Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image
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Data augmentation for image
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Data augmentation for image
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Data augmentation for image

12Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for image

13Credit: http://cs231n.stanford.edu/slides/2019/cs231n_2019_lecture08.pdf

4. Mixup
● Training: Train on random 

blends of images 

● Testing: Use original images 

[Zhang et al., “mixup: Beyond Empirical Risk Minimization”, ICLR 2018]



Data augmentation for image
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5. Get creative!

Random mix/combinations of : 

● translation

● rotation

● stretching 

● shearing

● lens distortions, ... 

Credit: http://cs231n.stanford.edu/slides/2016/winter1516_lecture11.pdf



Data augmentation for text

● Token-level augmentation

15Chen et al., “An Empirical Survey of Data Augmentation for Limited Data Learning in NLP”



Data augmentation for text

● Sentence-level augmentation

16Chen et al., “An Empirical Survey of Data Augmentation for Limited Data Learning in NLP”



Data augmentation for text

● Others

17Chen et al., “An Empirical Survey of Data Augmentation for Limited Data Learning in NLP”



Data augmentation for text: Examples

● Lexical Substitution

◯ Word-embedding substitution

19[Courtesy: Amit Chaudhary https://amitness.com/2020/05/data-augmentation-for-nlp/]



Data augmentation for text: Examples
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Data augmentation for text: Examples

● Paraphrasing

◯ Back Translation

23[Courtesy: Amit Chaudhary https://amitness.com/2020/05/data-augmentation-for-nlp/]



Data augmentation for text: Examples

● Paraphrasing

◯ Back Translation
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Data augmentation for text: Examples

● Lexical Substitution

◯ Thesaurus-based substitution

◯ Word-embedding substitution

◯ Masked LM

◯ TF-IDF based word replacement

● Paraphrasing

◯ Back Translation

● MixUp
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Data augmentation for text: Examples

● Lexical Substitution

◯ Thesaurus-based substitution

◯ Word-embedding substitution

◯ Masked LM

◯ TF-IDF based word replacement

● Paraphrasing

◯ Back Translation

● MixUp

● Generative Models

◯ Use pretrained LM to generate new data
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Data augmentation for text: Examples
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● Generative Models
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Data reweighting

● Assigns an importance weight to each instance to adapt its effect on learning 

◯ Weighting by inverse class frequency

◯ Weighting by the magnitude of loss
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min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)



𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝑥𝑖)

Automatically learn the data weights

● Can we learn 𝜙𝑖 automatically?

● Training set 𝒟, a held-out “validation” set 𝒟𝑣

● Intuition: after training the model 𝜃 on the weighted data, the model gets better 
performance on the validation set 

◯ 𝜃′ is a function of 𝜙, i.e., 𝜃′ = 𝜃′(𝜙)
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min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)

Hu et al., “Learning Data Manipulation for Augmentation and Weighting”

Ren et al., “Learning to reweight examples for robust deep learning”

𝜃′ = argmin
𝜃

− 𝔼𝑥𝑖∼ 𝒟  𝜙𝑖  log 𝑝𝜃(𝑥𝑖)

𝜙′ = argm𝑖𝑛𝜙 − 𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝜙)(𝑥𝑖)



Automatically learn the data weights

33Hu et al., “Learning Data Manipulation for Augmentation and Weighting”



Apply the same algorithm to learn data augmentation

34Hu et al., “Learning Data Manipulation for Augmentation and Weighting”

● Augmentation function 𝑥′ = 𝑔𝜙 𝑥 . Can we learn 𝜙 automatically?

● Training set 𝒟, a held-out “validation” set 𝒟𝑣

● Intuition: after training the model 𝜃 on the augmented data, the model gets better 
performance on the validation set 

◯ 𝜃′ is a function of 𝜙, i.e., 𝜃′ = 𝜃′(𝜙)

 

min
𝜃

− 𝔼𝑥𝑖∼ 𝒟  log 𝑝𝜃(𝑔𝜙(𝑥𝑖))

𝜃′ = argmin
𝜃

− 𝔼𝑥𝑖∼ 𝒟  log 𝑝𝜃(𝑔𝜙(𝑥𝑖))

𝜙′ = argm𝑖𝑛𝜙 − 𝔼𝑥𝑖∼ 𝒟𝑣
 log 𝑝𝜃′(𝜙)(𝑥𝑖)



Curriculum learning

NOT MY FIRST JIGSAW PUZZLE

35Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning
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MY FIRST JIGSAW PUZZLE

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning
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LEARNING COGNITIVE TASKS (CURRICULUM):

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Curriculum learning
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● Standard supervised learning:

◯ Data is sampled randomly 

● Curriculum learning:

◯ Instead of randomly selecting training points, select easier examples first, slowly 

exposing the more difficult examples from easiest to the most difficult 

◯ Key: definition of “difficulty”

Credit: Weinshall, “ON THE POWER OF CURRICULUM LEARNING IN TRAINING DEEP NETWORKS“



Key Takeaways

● Data manipulation

◯ Augmentation

◯ Reweighting

◯ Curriculum learning

◯ Synthesis (later)
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41Credit: https://dawn.cs.stanford.edu/2017/07/16/weak-supervision/



Example (I): labeling with heuristics

42[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

(normal/abnormal)



Example (I): labeling with heuristics

43[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

How do we obtain Y?



Example (I): labeling with heuristics
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(labeling functions)

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Example (II): Labeling with knowledge bases

Task: relation extraction from text

● Hypothesis: If two entities belong to a certain relation, any sentence containing 
those two entities is likely to express that relation 

● Key idea: use a knowledge base of relations to get lots of noisy training examples 

45Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases

46Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf

Frequent Freebase relations 



Example (II): Labeling with knowledge bases
Collecting training data 

Bill Gates founded Microsoft in 1975. 

Bill Gates, founder of Microsoft, … 

Bill Gates attended Harvard from… 

Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 

Founder: (Larry Page, Google) 

CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

Training data 

47Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 

Bill Gates, founder of Microsoft, … 

Bill Gates attended Harvard from… 

Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 

Founder: (Larry Page, Google) 

CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 

Feature:  X founded Y 

Training data 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 

Bill Gates, founder of Microsoft, … 

Bill Gates attended Harvard from… 

Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 

Founder: (Larry Page, Google) 

CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 

Feature:  X founded Y 

Feature:  X, founder of Y 

Training data 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 

Bill Gates, founder of Microsoft, … 

Bill Gates attended Harvard from… 

Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 

Founder: (Larry Page, Google) 

CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 

Feature:  X founded Y 

Feature:  X, founder of Y 

Training data 

(Bill Gates, Harvard) 
Label:  CollegeAttended 

Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 

Bill Gates, founder of Microsoft, … 

Bill Gates attended Harvard from… 

Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 

Founder: (Larry Page, Google) 

CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 

Feature:  X founded Y 

Feature:  X, founder of Y 

Training data 

(Larry Page, Google) 
Label:  Founder 

Feature:  Y was founded by X 

(Bill Gates, Harvard) 
Label:  CollegeAttended 

Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases

52

Negative training data 

Larry Page took a swipe at Microsoft... 

...after Harvard invited Larry Page to... 

Google is Bill Gates' worst fear ... 

Corpus text 

(Larry Page, Microsoft) 
Label:  NO_RELATION 

Feature:  X took a swipe at Y 

Training data 

(Bill Gates, Google) 
Label:  NO_RELATION 

Feature:  Y is X's worst fear 

(Larry Page, Harvard) 
Label:  NO_RELATION 

Feature:  Y invited X 

Can’t train a classifier with only positive data! 

Need negative training data too! 

 

Solution? 

Sample 1% of unrelated pairs of entities. 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Integrating multiple noisy labels

53[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels

54[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels

55[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels

How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

56[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels

How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

57[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

Majority vote fails:



Integrating multiple noisy labels

How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 2

Train a generative model over P(L, Y) where Y are the (unknown) true labels 

58[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Summary: Weak/distant supervision

● Noisy labels from heuristics, knowledge bases, constraints, …

● Integrating multiple noisy labels 

◯ Majority vote

◯ Generative modeling

◯ …

● Not all information/experiences can easily be converted into labels 

◯ “Every part of speech sequence should have a verb“

◯ “In a sentence with word ‘but’, the sentiment of text after ‘but’ dominates”

◯ “Every image patch that is recognized as a bicycle should have at least one patch that 
is recognized as a wheel” 

◯ I have a “discriminator” model that can tell me whether a model-generated image is 

good or not

● Need a more flexible framework to incorporate all forms of experience
59



Questions?
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