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Recap: Expectation Maximization (EM)

● Supervised MLE is easy:

◯ Observe both 𝒙 and 𝒛

● Unsupervised MLE is hard:

◯ Observe only 𝒙

● EM, intuitively:
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max 
𝜃

ℓ𝑐 𝜃; 𝒙, 𝒛 = log 𝑝 𝒙, 𝒛 𝜃

max
𝜃

ℓ 𝜃; 𝒙 = log 𝑝 𝒙 𝜃 = log ෍
𝑧

𝑝(𝒙, 𝒛|𝜃)

M-step:  max
𝜃

 𝔼𝑞(𝒛|𝒙)  log 𝑝 𝒙, 𝒛 𝜃  Let’s “pretend” we also observe 𝒛 (its 

distribution)

E-step: 𝑞(𝒛|𝒙) = 𝑝(𝒛|𝒙, 𝜃)
We don’t actually observe q, let’s 

estimate it
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max 
𝜃

ℓ𝑐 𝜃; 𝒙, 𝒛 = log 𝑝 𝒙, 𝒛 𝜃

max
𝜃

ℓ 𝜃; 𝒙 = log 𝑝 𝒙 𝜃 = log ෍
𝑧

𝑝(𝒙, 𝒛|𝜃)

M-step:  max
𝜃

 𝔼𝑞𝑡+1(𝒛|𝒙)  log 𝑝 𝒙, 𝒛 𝜃  Let’s “pretend” we also observe 𝒛 (its 

distribution)

E-step: 𝑞𝑡+1(𝒛|𝒙) = 𝑝(𝒛|𝒙, 𝜃𝑡)
We don’t actually observe q, let’s 

estimate it

This is an iterative 

process



Recap: Expectation Maximization (EM)

● The EM algorithm is coordinate-decent on 𝐹(𝑞, 𝜃)

◯ E-step:

▪ the posterior distribution over the latent variables given the data and the current 

parameters

◯ M-step: 

4

= 𝑝(𝒛|𝒙, 𝜃𝑡)

ℓ 𝜃; 𝒙 = 𝔼𝑞(𝒛|𝒙) log
𝑝 𝒙, 𝒛|𝜃

𝑞 𝒛 𝒙
+ KL 𝑞 𝒛 𝒙 || 𝑝 𝒛 𝒙, 𝜃

 = −𝐹 𝑞, 𝜃 + KL 𝑞 𝒛 𝒙  || 𝑝 𝒛 𝒙, 𝜃

= argmax𝜃 ෍
𝑧

𝑞𝑡+1 𝒛 𝒙 log 𝑝(𝒙, 𝒛|𝜃)



Recap: Learning pLSA with EM
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● Likelihood function of a word w:

● Learning by maximizing the log likelihood: 

The Likelihood Function for a Corpus

•Probability of a word w
| , , = ( , = | , , )

= = , , , = | , , =

•Likelihood of a corpus
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, i.e., 1/M

, � , , � )

Graphical Model

Note: Sometimes, people add parameters 
such as into the graphical model
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Recap: Learning pLSA with EM

● E-step:

● M-step: 
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Graphical Model

Note: Sometimes, people add parameters 
such as into the graphical model
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Recap: Learning pLSA with EM

● E-step:

● M-step: 
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𝑝 𝑧 𝑤, 𝑑, 𝜃𝑡 , 𝛽𝑡 =
𝑝 𝑤 𝑧, 𝑑, 𝛽𝑡 𝑝 𝑧 𝑑, 𝜃𝑡

σ𝑧′ 𝑝 𝑤 𝑧′, 𝑑, 𝛽𝑡 𝑝 𝑧′ 𝑑, 𝜃𝑡 =
𝛽𝑧𝑤

𝑡 𝜃𝑑𝑧
𝑡

σ𝑧′ 𝛽𝑧′𝑤
𝑡 𝜃𝑑𝑧′

𝑡

Graphical Model

Note: Sometimes, people add parameters 
such as into the graphical model

22



Another Example: Gaussian Mixture Models (GMMs)

● Consider a mixture of K Gaussian components:

● This model can be used for unsupervised clustering. 

◯ This model (fit by AutoClass) has been used to discover new kinds of stars in 

astronomical data, etc.  
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Example: Gaussian Mixture Models (GMMs)

● Consider a mixture of K Gaussian components:
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Parameters to be learned:
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Example: Gaussian Mixture Models (GMMs)

● Consider a mixture of K Gaussian components

● E-step: computing the posterior of 𝑧𝑛 given the current estimate of the parameters 
(i.e., 𝜋 , 𝜇, Σ) 
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● Consider a mixture of K Gaussian components

● E-step: computing the posterior of 𝑧𝑛 given the current estimate of the parameters 
(i.e., 𝜋 , 𝜇, Σ) 
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𝑘 = 1, 𝑥, 𝜇 𝑡 , Σ(𝑡))

𝑝(𝑥, 𝜇 𝑡 , Σ(𝑡))



Example: Gaussian Mixture Models (GMMs)

● Consider a mixture of K Gaussian components

● E-step: computing the posterior of 𝑧𝑛 given the current estimate of the parameters 
(i.e., 𝜋 , 𝜇, Σ) 

● M-step: the expected complete log likelihood
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Example: Gaussian Mixture Models (GMMs)

● M-step: computing the parameters given the current estimate of 𝑧𝑛
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Example: Gaussian Mixture Models (GMMs)

● Start: “guess” the centroid 𝜇𝑘 and covariance Σ𝑘 of each of the K clusters 

● Loop:
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Text Embedding



Word Embedding

● Conventional word 
embedding:

◯ Word2vec, Glove

◯ A pre-trained matrix, each 
row is an embedding vector 

of a word

20[Courtesy: Vaswani, et al., 2017]

http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Word Embedding

● Conventional word 
embedding:

◯ Word2vec, Glove

◯ A pre-trained matrix, each 
row is an embedding vector 

of a word

21[Image source: Vaswani, et al., 2017]

http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Word Embedding

● Problem: word embeddings are applied in a context free manner

22Courtesy: Devlin 2019

open a bank account    on the river bank

      [0.3, 0.2, -0.8, …]



Word Embedding

● Problem: word embeddings are applied in a context free manner

● Solution: Train contextual representations on text corpus

23

open a bank account

[0.9, -0.2, 1.6, …]

on the river bank

[-1.9, -0.4, 0.1, …]

Courtesy: Devlin 2019

open a bank account    on the river bank

      [0.3, 0.2, -0.8, …]



Contextual Representations

● Improving Language Understanding by Generative  Pre-Training, 

OpenAI, 2018

25Courtesy: Devlin 2019

Transformer

<s>

open

open

a

a

bank

Transformer Transformer

Fine-tune on  

Classification Task

POSITIVE

Transformer

<s> open a

Transformer Transformer

Train Deep (12-layer)  

Transformer LM



Problem with Previous Methods

● Problem: Language models only use left context or right context, but 

language understanding is bidirectional.

26courtesy: Devlin 2019



BERT

● BERT: A bidirectional model to extract contextual word embedding 



BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)
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BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)

● Training procedure

◯ masked language model (masked LM)

▪ Masks some percent of words from the input and has to reconstruct those words from context
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BERT: Pre-training Procedure

● Masked LM
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BERT: Pre-training Procedure

● Masked LM

● 15% masking:
◯ Too little masking: Too expensive to train (few supervision signals per example)

◯ Too much masking: Not enough context

● Problem: Mask token never seen at fine-tuning

● Solution: don’t  replace with [MASK] 100% of the time. Instead:

● 80% of the time, replace with [MASK]

◯ went to the store → went to the [MASK]

● 10% of the time, replace random word
◯ went to the store → went to the running

● 10% of the time, keep same

◯ went to the store → went to the store



BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)

● Training procedure

◯ masked language model (masked LM)

▪ Masks some percent of words from the input and has to reconstruct those words from context

◯ Two-sentence task

▪ To understand relationships between sentences

▪ Concatenate two sentences A and B and predict whether B actually comes after A in the 
original text
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BERT: Pre-training Procedure

● Two sentence 
task

33



BERT: Downstream Fine-tuning 

● Use BERT for sentence classification

34



BERT: Downstream Fine-tuning 
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BERT Results

36

• Huge improvements over SOTA on 12 NLP task



Similar idea for image embedding: masked autoencoder (MAE)

37[He et al., 2021: Masked Autoencoders Are Scalable Vision Learners]



Similar idea for image embedding: masked autoencoder (MAE)

38[He et al., 2021: Masked Autoencoders Are Scalable Vision Learners]

Question: Why is this (75%) 

much larger than the mask rate 

in BERT (15%)?



More general idea: Self-Supervised Learning

39[Courtesy: Lecun “Self-supervised Learning”]



More general idea: Self-Supervised Learning

40[Courtesy: Lecun “Self-supervised Learning”]



More general idea: Self-Supervised Learning: Motivation (I)

41[Courtesy: Lecun “Self-supervised Learning”]



More general idea: Self-Supervised Learning: Motivation (I)

● Successfully learning to predict everything from everything else would result in the 
accumulation of lots of background knowledge about how the world works 

● The model is forced to learn what we really care about, e.g. a semantic 
representation, in order to solve the prediction problem

42

[Courtesy: Lecun “Self-supervised Learning”]

[Courtesy: Zisserman “Self-supervised Learning”]



More general idea: Self-Supervised Learning: Motivation (II)

● The machine predicts any part of its input from any observed part

◯ A lot of supervision signals in each data instance

● Untapped/availability of vast numbers of unlabeled text/images/videos..

◯ Facebook: one billion images uploaded per day 

◯ 300 hours of video are uploaded to YouTube every minute 

43[Courtesy: Zisserman “Self-supervised Learning”]



Questions?


	Slide 1: DSC250: Advanced Data Mining   Topic Models / Text Embedding
	Slide 2: Recap: Expectation Maximization (EM)
	Slide 3: Recap: Expectation Maximization (EM)
	Slide 4: Recap: Expectation Maximization (EM)
	Slide 5: Recap: Learning pLSA with EM
	Slide 6: Recap: Learning pLSA with EM
	Slide 7: Recap: Learning pLSA with EM
	Slide 8: Another Example: Gaussian Mixture Models (GMMs)
	Slide 9: Example: Gaussian Mixture Models (GMMs)
	Slide 10: Example: Gaussian Mixture Models (GMMs)
	Slide 11: Example: Gaussian Mixture Models (GMMs)
	Slide 12: Example: Gaussian Mixture Models (GMMs)
	Slide 13: Example: Gaussian Mixture Models (GMMs)
	Slide 14: Example: Gaussian Mixture Models (GMMs)
	Slide 15: Example: Gaussian Mixture Models (GMMs)
	Slide 17: Example: Gaussian Mixture Models (GMMs)
	Slide 18: Example: Gaussian Mixture Models (GMMs)
	Slide 19
	Slide 20: Word Embedding
	Slide 21: Word Embedding
	Slide 22: Word Embedding
	Slide 23: Word Embedding
	Slide 25: Contextual Representations
	Slide 26: Problem with Previous Methods
	Slide 27: BERT
	Slide 28: BERT: Pre-training Procedure
	Slide 29: BERT: Pre-training Procedure
	Slide 30: BERT: Pre-training Procedure
	Slide 31: BERT: Pre-training Procedure
	Slide 32: BERT: Pre-training Procedure
	Slide 33: BERT: Pre-training Procedure
	Slide 34: BERT: Downstream Fine-tuning 
	Slide 35: BERT: Downstream Fine-tuning 
	Slide 36: BERT Results
	Slide 37: Similar idea for image embedding: masked autoencoder (MAE)
	Slide 38: Similar idea for image embedding: masked autoencoder (MAE)
	Slide 39: More general idea: Self-Supervised Learning
	Slide 40: More general idea: Self-Supervised Learning
	Slide 41: More general idea: Self-Supervised Learning: Motivation (I)
	Slide 42: More general idea: Self-Supervised Learning: Motivation (I)
	Slide 43: More general idea: Self-Supervised Learning: Motivation (II)
	Slide 44: Questions?

