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Large Language Models



Natural Language Processing (NLP): Before 2017
Automated understanding and generation of natural language

Named Entity Recognition

Sentiment Analysis

Core NLP tasks handled by respective machine learning models, e.g.,:



Natural Language Processing (NLP): Before 2017
Automated understanding and generation of natural language

Hand annotation of linguistic structures 
(e.g., the Penn Treebank, 1990s)



NLP breakthrough with large language models, since 2017

Figure credit: https://indiaai.gov.in/article/the-future-of-large-language-models-llms-strategy-opportunities-and-challenges



NLP breakthrough with large language models, since 2017

Figure credit: Investopedia

microchip industry



NLP breakthrough with large language models, since 2017

Figure credit: https://indiaai.gov.in/article/the-future-of-large-language-models-llms-strategy-opportunities-and-challenges
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NLP breakthrough with large language models, since 2017

Figure credit: https://indiaai.gov.in/article/the-future-of-large-language-models-llms-strategy-opportunities-and-challenges

ChatGPT
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What is a language model?
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Language Model 101

S =  Imagine you're playing a game of Mad Libs.
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Next word prediction

Language Model 101

S =  Imagine you're playing a game of Mad Libs.

Previous words
(Context)

Word being
predicted

Figure credit: https://lena-voita.github.io/nlp_course/language_modeling.html

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)



Implementations (model architecture):

N-grams

Recurrent Neural Networks (RNNs)

Transformer

…

Language Model 101

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)



Implementations (model architecture) :

N-grams

Recurrent Neural Networks (RNNs)

Transformer

…

Language Model 101

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)



Language Model 101: Transformer

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)

2017



Language Model 101: Transformer

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)

2017



Language Model 101: Transformer
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Language Model 101: Transformer

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)

Transformer...

Transformer layer

Transformer layer

Transformer layer



Language Model 101: Transformer

𝑃(𝑤𝑖|𝑤1, . . . , 𝑤𝑖−1)

Attention

Transformer

I saw a cat on a

I saw a cat on a

...

Transformer layer

Transformer layer

Transformer layer



Language models: Summary so far

● Which components of LMs have we talked about so far?

29
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Language models: Summary so far

● So far, we’ve talked about the model architectures and inference of LMs

◯ Model architecture: Transformers 

◯ Inference: next word prediction (sampling tokens at each step)

● Next: training of LMs

30

min𝜃 ℒ 𝜃, ℰ

ML solution:
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Self-Supervised Learning



Terminology

● Supervised Learning

● Semi-supervised Learning

● Weakly-supervised Learning

● Self-supervised Learning

● Unsupervised Learning

● All need some forms of supervision, or experience

32



Self-Supervised Learning: Examples

33[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Examples

34[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Motivation (I)

35[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Motivation (I)

● Successfully learning to predict everything from everything else would result in the 
accumulation of lots of background knowledge about how the world works 

● The model is forced to learn what we really care about, e.g. a semantic 
representation, in order to solve the prediction problem

36

[Courtesy: Lecun “Self-supervised Learning”]

[Courtesy: Zisserman “Self-supervised Learning”]



Self-Supervised Learning: Motivation (II)

● The machine predicts any part of its input from any observed part

◯ A lot of supervision signals in each data instance

● Untapped/availability of vast numbers of unlabeled text/images/videos..

◯ Facebook: one billion images uploaded per day 

◯ 300 hours of video are uploaded to YouTube every minute 

37[Courtesy: Zisserman “Self-supervised Learning”]



SSL in Language Models

● Calculates the probability of a sentence:

◯ Sentence:

  

𝑝𝜃 𝒚 = ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡 𝒚1:𝑡−1)

𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑇) (I, like, this, …)

⋅⋅⋅ 𝑝𝜃 𝑙𝑖𝑘𝑒 𝐼) 𝑝𝜃 𝑡ℎ𝑖𝑠 𝐼, 𝑙𝑖𝑘𝑒) ⋅⋅⋅

Example:

LSTM𝜃 LSTM𝜃 LSTM𝜃

<BOS>

I

I

Iike

Iike

this

…Model: LSTM RNN



SSL in Language Models

● Calculates the probability of a sentence:

◯ Sentence:

  

𝑝𝜃 𝒚 = ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡 𝒚1:𝑡−1)

𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑇) (I, like, this, …)

⋅⋅⋅ 𝑝𝜃 𝑙𝑖𝑘𝑒 𝐼) 𝑝𝜃 𝑡ℎ𝑖𝑠 𝐼, 𝑙𝑖𝑘𝑒) ⋅⋅⋅

Example:

<BOS>

I

I

Iike

Iike

this

…DecoderDecoderMulti-head Self-attention

I

Model: Transformer



SSL in Language Models: Training

● Given data example 𝒚∗

● Minimizes negative log-likelihood of the data

min𝜃 ℒMLE = −log 𝑝𝜃(𝒚∗) = − ෑ
𝑡=1

𝑇

𝑝𝜃 𝑦𝑡
∗ 𝒚1:𝑡−1

∗ )



SSL in Language Models: GPT3

● A Transformer-based LM with 125M to 175B parameters

● Trained on massive text data

[Table from https://lambdalabs.com/blog/demystifying-gpt-3/]

Brown et al., 2020 "Language Models Are Few-Shot Learners”



Other examples of self-supervised learning

● Learning contextual text representations

● Learning image / video representations

42



Word Embedding

● Conventional word 
embedding:

◯ Word2vec, Glove

◯ A pre-trained matrix, each 
row is an embedding vector 

of a word

43[Courtesy: Vaswani, et al., 2017]

http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Word Embedding

● Conventional word 
embedding:

◯ Word2vec, Glove

◯ A pre-trained matrix, each 
row is an embedding vector 

of a word

44[Image source: Vaswani, et al., 2017]

http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf


Word Embedding

● Problem: word embeddings are applied in a context free manner

45Courtesy: Devlin 2019

open a bank account    on the river bank

      [0.3, 0.2, -0.8, …]



Word Embedding

● Problem: word embeddings are applied in a context free manner

● Solution: Train contextual representations on text corpus

46

open a bank account

[0.9, -0.2, 1.6, …]

on the river bank

[-1.9, -0.4, 0.1, …]

Courtesy: Devlin 2019

open a bank account    on the river bank

      [0.3, 0.2, -0.8, …]



BERT

● BERT: A bidirectional model to extract contextual word embedding 



BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)

51



BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)

● Training procedure

◯ masked language model (masked LM)

▪ Masks some percent of words from the input and has to reconstruct those words from context

52



BERT: Pre-training Procedure

● Masked LM
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BERT: Pre-training Procedure

● Masked LM

● 15% masking:
◯ Too little masking: Too expensive to train (few supervision signals per example)

◯ Too much masking: Not enough context

● Problem: Mask token never seen at fine-tuning

● Solution: don’t  replace with [MASK] 100% of the time. Instead:

● 80% of the time, replace with [MASK]

◯ went to the store → went to the [MASK]

● 10% of the time, replace random word
◯ went to the store → went to the running

● 10% of the time, keep same

◯ went to the store → went to the store



BERT: Pre-training Procedure

● Dataset:

◯ Wikipedia (2.5B words) + a collection of free ebooks (800M words)

● Training procedure

◯ masked language model (masked LM)

▪ Masks some percent of words from the input and has to reconstruct those words from context

◯ Two-sentence task

▪ To understand relationships between sentences

▪ Concatenate two sentences A and B and predict whether B actually comes after A in the 
original text

55



BERT: Pre-training Procedure

● Two sentence 
task

56



BERT: Downstream Fine-tuning 

● Use BERT for sentence classification

57



BERT: Downstream Fine-tuning 

58



BERT Results

59

• Huge improvements over SOTA on 12 NLP task



SSL from Images, EX (I): relative positioning 

61[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

62[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

63[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

64[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (I): relative positioning 

65[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Images, EX (II): colorization 

66[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016 



SSL from Images, EX (II): colorization 

67[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016 



SSL from Images, EX (III): exemplar networks  

● Exemplar Networks (Dosovitskiy et al., 2014) 

● Perturb/distort image patches, e.g. by cropping and affine transformations 

● Train to classify these exemplars as same class 

68[Courtesy: Zisserman “Self-supervised Learning”]



SSL from Videos

Three example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

69[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 



SSL from Videos

Three example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

● Video direction

◯ Predict if video playing forwards or backwards 

70[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 



SSL from Videos

Three example tasks: 

● Video sequence order 

◯ Sequential Verification: Is this a valid sequence? 

● Video direction

◯ Predict if video playing forwards or backwards 

● Video tracking 

◯ Given a color video, colorize all frames of a gray scale version using a reference frame 

71[Courtesy: Zisserman “Self-supervised Learning”] Vondric  et al., 2018



Key Takeaways

● Self supervision learning

◯ Predicting any part of the observations given any available information

◯ The prediction task forces models to learn semantic representations

◯ Massive/unlimited data supervisions

● SSL for text:

◯ Language models: next word prediction

◯ BERT text representations: masked language model (MLM)

● SSL for images/videos:

◯ Various ways of defining the prediction task

72



Questions?
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