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Recap: RL for LLM

● (Autoregressive) text generation model:

𝜋𝜃 𝑦𝑡 𝒚<𝑡) = softmax(  𝑓𝜃 𝑦𝑡 𝒚<𝑡  )Sentence 𝒚 = (𝑦0, … , 𝑦𝑇)

In RL terms: state, 𝒔𝑡action, 𝑎𝑡trajectory, 𝜏

• Reward 𝑟𝑡 = 𝑟(𝒔𝑡 , 𝑎𝑡)

• Often sparse: 𝑟𝑡 = 0 for 𝑡 < 𝑇

• The general RL objective: maximize cumulative reward

• 𝑄-function: expected future reward of taking action 𝑎𝑡  in state 𝒔𝑡    

𝑄𝜋 𝒔𝑡 , 𝑎𝑡 = 𝔼𝜋  σ𝑡′=𝑡
𝑇 𝛾𝑡′

 𝑟𝑡′ | 𝒔𝑡 , 𝑎𝑡  

policy 𝜋𝜃 𝑎𝑡  𝒔𝑡  )

logits



From GPT3.5 to ChatGPT: Supervised Finetuning (SFT) and 
Reinforcement Learning from Human Feedback (RLHF)
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a reward for the 

output
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“Standard Model” of ML



Experience of all kinds 
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Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 

diabetes is 90% 

more common 

than type-1 

Adversaries

• And all combinations of such 

• Interpolations between such 

• …

…

Master classes
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Knowledge graphs



Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 

diabetes is 90% 

more common 

than type-1 

Adversaries

• And all combinations of such 

• Interpolations between such 

• …

…

Master classes

3

Knowledge graphs

Human learning vs machine learning 



The zoo of ML/AI algorithms

actor-critic

imitation learning
softmax policy gradient

policy optimization

posterior regularization

constraint-driven learning

regularized Bayes 

GANs

active learning

intrinsic reward

inverse RL

knowledge distillation

energy-based GANs 

maximum likelihood estimation

prediction minimization 
generalized expectation

learning from measurements 

adversarial domain adaptation

reinforcement learning as inference

data augmentation

data re-weighting

label smoothing

weak/distant supervision

reward-augmented maximum likelihood
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The zoo of ML/AI algorithms
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Experiences f

Deep Neural Network
Graphical Models

 Symbolic Knowledge

Prompts

Different Model Types

RewardOther Models

Knowledge

Data

q

q

(q)

p
(q, p ) Teacher

Model space

Student Cross entropy 

KL divergence 

f-divergence 

Wasserstein distances 

…

Divergence 
(Fitness)

Experiences  
(Exogenous regularization)

Uncertainty 
(Self-regularization)

space

Standard Equation (SE)

World Model

q[ f ]



Standard Model in Physics

1861 1910s 1970s

Diverse 

electro-

magnetic 

theories

Maxwell’s Eqns: 

original form
Simplified w/ 

rotational 

symmetry

Further 

simplified w/ 

symmetry of 

special relativity

Standard Model 

w/ Yang-Mills 

theory and US(3) 

symmetry

Unification of 

fundamental 

forces? 



𝒎𝒊𝒏
𝒒, 𝜽

 − 𝔼 + 𝔻 − ℍ

Experience Divergence Uncertainty
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[Hu & Xing, Harvard Data Science Review, 2022]: https://arxiv.org/abs/2108.07783

https://arxiv.org/abs/2108.07783


A “Standard Model” of ML
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min
𝑞, 𝜃

− 𝛼ℍ 𝑞 + 𝛽𝔻
1

− 𝔼𝑞 𝒕

1
𝑓 𝒕𝑞 𝒕 , 𝑝𝜃 𝒕

3 terms:
Experiences
(exogenous regularizations)

e.g., data examples, rules

Textbook 𝑓 𝒕

Divergence
(fitness)

e.g., Cross Entropy

Teacher 
𝑞 𝒕  

Student 
𝑝𝜃 𝒕

Uncertainty
(self-regularization)

e.g., Shannon entropy

Uncertainty



Presentations
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Questions?
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