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Text Generation with (Clean) Supervised Data
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Inspirational success
Machine Translation

Summarization

Description Generation

Captioning

Speech Recognition

…

[The Economist]



Text Generation with No (Good) Data?
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Adversarial text examples

premises hypothesis (attack)

The Old One always comforted Ca'daan, except today.

Entailment classifier

Your gift is appreciated by each and every student …

At the other end of Pennsylvania Avenue, people …

“entailment” “neutral” “contradiction”

The person saint-pierre-et-saint-paul is ..
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Automatically generating prompts to steer pretrained LMs

Prompt generation

Pretrained LM 
(e.g., GPT3)

Generate a story about cat: once upon a time, …
prompt input continuation

Text Generation with No (Good) Data?
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Controlling sentiment

The film is full of imagination!

The film is strictly routine!

Pos

Neg

LeBron James contributed 26 points, 8 
rebounds, 7 assists.

Controlling writing style

LeBron James rounded out the box score 
with an all around impressive performance, 
scoring 26 points, grabbing 8 rebounds 
and dishing out 7 assists.

Plain

Elaborate

[Hu et al., 2017] [Lin et al., 2020]

Controllable text generation

Text Generation with No (Good) Data?
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Biased data

• She previously worked as a nurse practitioner

Gender - occupation

• He went to law school and became a plaintiffs’ attorney

Text Generation with No (Good) Data?



Text Generation with No (Good) Data?
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Adversarial text examples Prompt generation

Controllable text generation Biased data

Pretrained LM 
(e.g., GPT3)

Generate a story about cat: once upon a time, …
prompt input continuation

Controlling sentiment

The film is full of imagination!

The film is strictly routine!

Pos

Neg

LeBron James contributed 26 points, 8 
rebounds, 7 assists.

Controlling writing style

LeBron James rounded out the box score 
with an all around impressive performance, 
scoring 26 points, grabbing 8 rebounds 
and dishing out 7 assists.

Plain

Elaborate

[Hu et al., 2017] [Lin et al., 2020]



Experiences of all kinds 

Data examples Rewards

Auxiliary agents

Constraints

Type-2 diabetes 
is 90% more 
common than 
type-1 

Adversaries

And all 
combinations of 
that …

…
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Text Generation with Efficient (Soft) 𝑄-Learning

Han Guo Bowen Tan Zhengzhong Liu Eric P. Xing Zhiting Hu



Reinforcement Learning (RL)

• Plug in arbitrary reward functions to drive learning
• Fertile research area for robotic and game control
• But … limited success for training text generation
• Challenges:
• Large sequence space: (vocab-size)text-length ~ (10!)"#

• Sparse reward: only after seeing the whole text sequence

• Impossible to train from scratch, usually initialized with MLE

• Unclear improvement vs MLE

12



RL for Text Generation: Background

• (Autoregressive) text generation model:
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𝜋! 𝑦" 𝒚#") =
exp 𝑓!(𝑦"|𝒚#")

∑$% exp 𝑓!(𝑦′|𝒚#")
Sentence 𝒚 = (𝑦&, … , 𝑦') logits

In RL terms: state, 𝒔"action, 𝑎"trajectory, 𝜏 policy 𝜋! 𝑎" 𝒔" )



RL for Text Generation: Background

• (Autoregressive) text generation model:
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𝜋! 𝑦" 𝒚#") =
exp 𝑓!(𝑦"|𝒚#")

∑$% exp 𝑓!(𝑦′|𝒚#")
Sentence 𝒚 = (𝑦&, … , 𝑦')

In RL terms: state, 𝒔"action, 𝑎"trajectory, 𝜏

• Reward 𝑟! = 𝑟(𝒔!, 𝑎!)
• Often sparse: 𝑟" = 0 for 𝑡 < 𝑇

• The general RL objective: maximize cumulative reward

• 𝑄-function: expected future reward of taking action 𝑎$ in state 𝒔$
𝑄# 𝒔" , 𝑎" = 𝔼# ∑"($"

% 𝛾"( 𝑟"& | 𝒔" , 𝑎"

policy 𝜋! 𝑎" 𝒔" )

logits



RL for Text Generation: Background

• On-policy RL 
• Most popular, e.g., Policy Gradient (PG)
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Extremely low data efficiency: most samples 
from 𝜋! are gibberish with zero reward

Generate text samples from the current policy 𝜋! itself
• On-policy exploration to maximize the reward directly



• Off-policy RL 
• e.g., 𝑄-learning

• Implicitly learns the policy 𝜋 by approximating the 𝑄% 𝒔$ , 𝑎$
• Bellman temporal consistency:

• Learns 𝑄& with the regression objective:

• After learning, induces the policy as 𝑎$ = argmax' 𝑄&∗(𝒔$ , 𝑎)

RL for Text Generation: Background

16

target Q-network

Arbitrary policy, e.g., 
training data

Regression target



• Off-policy RL 
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• Implicitly learns the policy 𝜋 by approximating the 𝑄% 𝒔$ , 𝑎$
• Bellman temporal consistency:
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RL for Text Generation: Background
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Arbitrary policy, e.g., 
training data

Regression target is unstable
• Bootstrapped 𝑄)!
• Sparse reward 𝑟" = 0 (𝑡 < 𝑇): no ”true” training signal

Slow updates: gradient 
involves only 𝑄!-value of one
action 𝑎" (vs 10* vocab size)



RL for Text Generation: Background

• On-policy RL, e.g., Policy Gradient (PG)

• Exploration to maximize reward directly

• Extremely low data efficiency

• Off-policy RL, e.g., 𝑄-learning

• Unstable training due to bootstrapping & sparse reward

• Slow updates due to large action space

• Sensitive to training data quality; lacks on-policy exploration

18



New RL for Text Generation: Soft 𝑄-Learning (SQL)

• Goal

• Induced policy
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• Goal: entropy regularized

• Induced policy

(Hard) 𝑄-learning SQL

𝑎$ = argmax' 𝑄&∗(𝒔$ , 𝑎)

Generation model’s “logits” now act as 𝑄-values !

𝜋&∗ 𝑎$ 𝒔$) =
exp𝑄&∗(𝑎$|𝒔$)
∑' exp𝑄&∗(𝑎|𝒔$)

logits
𝑄-values



New RL for Text Generation: Soft 𝑄-Learning (SQL)

• Goal

• Induced policy

• Training objective:
• Based on temporal consistency

• Unstable training / slow updates
20

• Goal: entropy regularized

• Induced policy

• Training objective:
• Based on path consistency
• Stable / efficient

(Hard) 𝑄-learning SQL

𝑎$ = argmax' 𝑄&∗(𝒔$ , 𝑎) 𝜋&∗ 𝑎$ 𝒔$) =
exp𝑄&∗(𝑎$|𝒔$)
∑' exp𝑄&∗(𝑎|𝒔$)



Efficient Training via Path Consistency

• (Single-step) path consistency

• Objective

21

Regression target 

Fast updates: gradient 
involves 𝑄! values of all
tokens in the vocab

SQL matches log probability of token 𝑎" with its advantage
v.s.

MLE increases log probability of token 𝑎" blindly

≈ 𝐴)! 𝒔" , 𝑎" , advantage



Efficient Training via Path Consistency

• (Single-step) path consistency

• Objective

• (Multi-step) path consistency

• Objective

22

Regression target 

Fast updates: gradient 
involves 𝑄! values of all
tokens in the vocab

Stable updates: Non-zero 
reward signal 𝑟' as 
regression target



Efficient Training via Path Consistency

• (Single-step) path consistency

• Objective
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Regression target 

Fast updates: gradient 
involves 𝑄! values of all
tokens in the vocab

Stable updates: Non-zero 
reward signal 𝑟' as 
regression target

Arbitrary policy:
• Training data (if available) → off-policy updates
• Current policy → on-policy updates
• We combine both for the best of the two



Implementation is easy
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Applications & Experiments
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Application (I): Learning from Noisy (Negative) Text 
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• Entailment generation
• Given a premise, generates a hypothesis that entails the premise

• “Sophie is walking a dog outside her house” -> “Sophie is outdoor”

• Negative sample: ”Sophie is inside her house”

• Training data:
• Subsampled 50K (premise, hypothesis) noisy pairs from SNLI

• Average entailment probability: 50%

• 20K examples have entailment probability < 20% (≈ negative samples)

• Rewards:
• Entailment classifier

• Pretrained LM for perplexity

• BLEU w.r.t input premises (which effectively prevents trivial generations)



Application (I): Learning from Noisy (Negative) Text 
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• MLE and pure off-policy RL (GOLD-s) do not work  ← rely heavy on data quality 

• SQL (full) > MLE+PG (PG alone does not work)

• SQL (single-step only) does not work: the multi-step SQL objective is crucial

Entailment-rate and language-quality vs diversity (top-𝑝 decoding w/ different 𝑝)



Application (II): Universal Adversarial Attacks
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• Attacking entailment classifier
• Generate readable hypotheses that are classified as 

“entailment” for all premises

• Unconditional hypothesis generation model

• Training data:
• No direct supervision data available

• “Weak” data: all hypotheses in MultiNLI corpus

• Rewards:
• Entailment classifier to attack

• Pretrained LM for perplexity

• BLEU w.r.t input premises

• Repetition penalty

Previous adversarial algorithms are 
not applicable here:
• only attack for specific premise
• not readable



Application (II): Universal Adversarial Attacks
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• SQL (full) > MLE+PG (PG alone does not work)

• MLE+PG collapses: cannot generate more diverse samples

Samples of highest attack rate



Application (III): Prompt Generation for Controlling LMs
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• Generate prompts to steer pretrained LM to produce topic-specific sentences

Existing gradient-based prompt tuning methods are not applicable due to discrete components



Application (III): Prompt Generation for Controlling LMs
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Topic accuracy

Language perplexity

• Steered decoding: PPLM, GeDi
• SQL achieves best accuracy-fluency trade-off

• Prompt control by SQL, MLE+PG > PPLM, GeDi

• and much faster at inference!

• SQL (off-policy only) > MLE

Time cost for generating one sentence



Promising results on standard supervised tasks
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• SQL from scratch is competitive with MLE in terms of performance and stability 
• Results on E2E dataset

• PG from scratch fails

BLEU scores

Training curves



Promising results on standard supervised tasks
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• SQL from scratch is competitive with MLE in terms of performance and stability 
• Results on E2E dataset

• PG from scratch fails

• SQL is less sensitive to hyperparameters than MLE+PG

Training curves of different reward scales



Summary of SQL for Text Generation
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• On-policy RL, e.g., Policy Gradient (PG)

• Extremely low data efficiency

• Off-policy RL, e.g., 𝑄-learning

• Unstable training; slow updates; sensitive to training data quality

• SQL
• Objectives based on path consistency

• Combines the best of on-/off-policy, while solving the difficulties

• Stable training from scratch given sparse reward

• Fast updates given large action space

• Opens up enormous opportunities for integrating more advanced RL for text generation
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Biased data

• She previously worked as a nurse practitioner

Gender - occupation

• He went to law school and became a plaintiffs’ attorney

Text Generation with No (Good) Data?



A Causal Lens for Controllable Text Generation

Zhiting Hu Erran Li



Controllable Text Generation
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• Generates text 𝒙 that contains desired properties 𝑎
• Attributes, e.g., sentiment, tense, politeness, formality, …

• Structures, e.g., conversation strategies

• Two core tasks:
• Attribute-conditional generation

• Text attribute (style) transfer

• Applications:
• Emotional chatbot [e.g. Rashkin et al., 2018; Zhou et al., 2018]

• Generating text adversarial examples [e.g. Zhao et al., 2018]

• Data augmentation [e.g. Verma et al., 2018; Malandrakis et al., 2019]

Sentiment = negative   ⇒ “The film is strictly routine.”

“The film is strictly routine.”   ⇒ “The film is full of imagination.” 



Common Methods of Controllable Text Generation
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• Separate solutions for the two tasks
• Attribute-conditional generation: 𝑝 𝒙 𝑎
• Text attribute transfer: 𝑝 𝒙′ 𝒙, 𝑎′

• ML-based models that learn correlations in the data
• Joint/marginal/conditional distributions

• Also inherits bias from data

• Limited generalization

Causal ladder [Pearl 2000]



Controllable Text Generation from Causal Perspective

40

• A unified framework for the two tasks
• Models causal relationships, not spurious correlations

• Generates unbiased text using rich causality tools

Causal ladder [Pearl 2000]



Controllable Text Generation from Causal Perspective
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• A unified framework for the two tasks
• Models causal relationships, not spurious correlations

• Generates unbiased text using rich causality tools

• Attribute-conditional generation: 𝑝 𝒙 𝑑𝑜(𝑎)
• Intervention

• do-operation: removes dependence b/w 𝑎 and 
confounders

Causal ladder [Pearl 2000]



Controllable Text Generation from Causal Perspective
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• A unified framework for the two tasks
• Models causal relationships, not spurious correlations

• Generates unbiased text using rich causality tools

• Attribute-conditional generation: 𝑝 𝒙 𝑑𝑜(𝑎)
• Intervention

• do-operation: removes dependence b/w 𝑎 and 
confounders

• Text attribute transfer: 𝑝 𝒙′ 𝒙, 𝑎 𝒙 , 𝑎′
• Counterfactual

• “What would the text be if the attribute had taken a 
different value?”

Causal ladder [Pearl 2000]



The Basis: Structural Causal Model (SCM)
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• Describes causal relationships between variables

outcome: text, e.g., restaurant reviews

treatment: attributes of 
interest, e.g., sentiment

(Latent) confounders: any factors correlating 
w/ both treatment and outcome

proxy: observed information of 
confounders, e.g., food type

Often available for only a small subset of data, e.g., 
by asking humans to annotate.
• Previous unbiased generation work essentially 

assumes full unbiased proxy labels

Variational distribution



Inference (I): Intervention for Attribute-Conditional Generation
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• Association (correlation): 𝑝 𝒙 𝑎

• Intervention:   𝑝 𝒙 𝑑𝑜(𝑎)
• Sets 𝑎 to a given value independently of 𝒛

𝑝 𝒙 𝑎 =:
(
𝑝& 𝒙 𝑎, 𝒛 𝑝&(𝒛|𝑎)

𝑝 𝒙 𝑑𝑜(𝑎) =:
(
𝑝& 𝒙 𝑎, 𝒛 𝑝&(𝒛)



Inference (I): Intervention for Attribute-Conditional Generation
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• Association (correlation): 𝑝 𝒙 𝑎

• Intervention:   𝑝 𝒙 𝑑𝑜(𝑎)
• Sets 𝑎 to a given value independently of 𝒛

𝑝 𝒙 𝑎 =:
(
𝑝& 𝒙 𝑎, 𝒛 𝑝&(𝒛|𝑎)
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Inference (II): Counterfactual for Text Attribute Transfer
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• What would the text be if the attribute had taken a different value?

• Counterfactuals as a standard three-step procedure [Pearl 2000]

1) Abduction: predicts 𝒛 given 𝒙: 𝒛 ∼ 𝑞+(𝒛|𝒙, 𝑎, 𝒄)

2) Action: performs intervention, 𝑑𝑜(𝑎 = 𝑎′)

3) Prediction: generates 𝒙′ given 𝒛 and 𝑎′ following the SCM: 𝒙% ∼ 𝑝!(𝒙′|𝑎′, 𝒛)



Inference (III): Propensity Reweighting for Debiasing Pretrained LMs
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• Given (biased) pretrained LM 𝑝)* 𝒙 𝑎
• Can we convert it to unbiased 𝑝 𝒙 𝑑𝑜(𝑎) ?



Inference (III): Propensity Reweighting for Debiasing Pretrained LMs
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• Given (biased) pretrained LM 𝑝)* 𝒙 𝑎
• Can we convert it to unbiased 𝑝 𝒙 𝑑𝑜(𝑎) ?

Propensity score: the probability 
of the 𝒛 being assigned to the 
treatment 𝑎



Inference (III): Propensity Reweighting for Debiasing Pretrained LMs
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• Given (biased) pretrained LM 𝑝)* 𝒙 𝑎
• Can we convert it to unbiased 𝑝 𝒙 𝑑𝑜(𝑎) ?

Propensity score: the probability 
of the 𝒛 being assigned to the 
treatment 𝑎

Reweighting to 𝑝,- 𝒙 𝑎



Inference (III): Propensity Reweighting for Debiasing Pretrained LMs
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• Given (biased) pretrained LM 𝑝)* 𝒙 𝑎
• Can we convert it to unbiased 𝑝 𝒙 𝑑𝑜(𝑎) ?

• Sampling-importance-resampling (SIR):
• Biased samples ∼ 𝑝!" 𝒙 𝑎

• Compute sample weights

• Resampling proportional to the weights

Reweighting to 𝑝,- 𝒙 𝑎



Learning of the SCM
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• Variational autoencoder (VAE) objective

• Counterfactual objectives
• Draws inspirations from causality, disentangled representations & 

controllable generation

• Intuition: counterfactual 𝒙′ must entail 𝑎% and preserve the original 𝒛 and 𝒄

Variational distribution



Experiments
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• Two datasets with strong spurious correlations 
• Yelp customer reviews:

• Attribute 𝑎: sentiment (1:positive, 0:negative)

• Confounding proxy 𝒄: category (1:restaurant, 0:others)

• Correlation: 90% data have the same sentiment and category labels

• Size: 510K for training, wherein 10K have category labels

• Bios: online biographies

• Attribute 𝑎: gender (1:female, 0:male)

• Confounding proxy 𝒄 : occupation (1:nurse etc, 0:rapper etc)

• Correlation: 95%

• Size: 43K for training, wherein 3K have occupation labels

• Models:
• Based on GPT-2 (117M)

𝑎 = 1, 𝒄 = 1
Soup and salad came out quickly !

𝑎 = 0, 𝒄 = 0
I texted and called Phil several times and 
he never responded

𝑎 = 1, 𝒄 = 1
She previously worked as a nurse 
practitioner

𝑎 = 0, 𝒄 = 0
He went to law school and became a 
plaintiffs’ attorney



(I) Attribute-Conditional Generation
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• Causal model improves control accuracy 
and reduces bias

GPT-2

Conditional LM (full)

attribute, (predicted) 
confounding proxy text

GPT-2

Conditional LM

attribute text

Automatic evaluation
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• Causal model improves control accuracy 
and reduces bias

GPT-2

Conditional LM (full)

attribute, (predicted) 
confounding proxy text

GPT-2

Conditional LM

attribute text

Automatic evaluation



(I) Attribute-Conditional Generation
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• Causal model improves control accuracy 
and reduces bias

GPT-2

Conditional LM (full)

attribute, (predicted) 
confounding proxy text

GPT-2

Conditional LM

attribute text

Human evaluation



(I) Attribute-Conditional Generation
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restaurant



(II) Text Attribute Transfer
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Results on biased Yelp dataset

• Previous methods tend to fail on the challenging dataset: low control accuracy

• Causal model obtains much higher accuracy, and keeps bias low



(II) Text Attribute Transfer
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Results on unbiased Yelp dataset (commonly used in previous study)

• Previous methods tend to fail on the challenging dataset: low control accuracy

• Causal model obtains much higher accuracy, and keeps bias low

• Also gets improvement on unbiased data



(III) Debiasing Pretrained LMs
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• Resampling 2K out of 10K biased samples

• Substantially reduced bias

Debiasing results on Yelp



Summary of Causal Lens for Controllable Generation
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• Causality + ML for unified unbiased controllable 
generation
• Intervention

• Counterfactual

• Propensity reweighting

• Causal modeling for more text generation problems?
• Dialog, summarization, …

Causal ladder [Pearl 2000]



Thanks！


