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When (clean) supervised data is available

Inspirational success

TECH \ ARTIFICIAL INTELLIGENCE \

Language Modeling OpenAl’'s text-generating system GPT-3 is now
spewing out 4.5 billion words a day

Robot-generated writing looks set to be the next big thing

By James Vincent | Mar 29, 2021, 8:24am EDT

Machine Translation

Summarization

R - Loud and clear Speak easy
Descrl pt|0n Generatlon Speech-recognition word-error rate, selected benchmarks, % Log scale Human scorers'rating” of Google Translate and human translation

100 Translation method | Phrase-basedt |Neura|—networkJr Human

A~ 3 4 5 Perfect translation=6
Switchboard — Switchboard cellular . hESPa”'Sh i |
nglis

. O— Meeting speech French | |

Captioning

Chinese I I

IBM, Switchboard Spanish — English I I

é 10 Fench —» English [ [
Chinese — English I I

Speech Recognition P peech

The Switchboard corpus is a collection of recorded
telephone conversations widely used to train and
test speech-recognition systems

Input sentence Pour I'ancienne secrétaire d’Etat, il s'agit de faire oublier un mois de cafouillages
et de convaincre l'auditoire que M. Trump n'a pas 'étoffe d'un président

I I I I I

| I | I | | | | | | | | | | I | | | I |
1993 o6 98 2000 02 04 06 08 10 12 14 16 Phrase-based?

Sources: Microsoft; research papers For the former secretary of For the former secretary of state,
state, this is to forgetamonth it is a question of forgetting a
of bungling and convince the month of muddles and convincing
audience that Mr Trump has the audience that Mr Trump does

not the makings of a president  not have the stuff of a president

Source: Google *0=completely nonsense translation, 6=perfect translation TMachine translation

[The Economist] 2



When no (good) data is available?

Ex1: Adversarial attacks

"entailment” “neutral” “contradiction”

1

Entailment classifier

The Old One always comtforted Ca'daan, except today.

Your gift is appreciated by each and every student ...

At the other end of Pennsylvania Avenue, people ...

premises

The person saint-pierre-et-saint-paul is ..

hypothesis (attack)




When no (good) data is available?

Ex2: Prompt generation

Pretrained LM
(e.g., GPT3)

T T l

Generate a story about cat: once upon a time,

prompt continuation

Automatically generating prompts to steer pretrained LMs



When no (good) data is available?

Ex3: Controllable generation

Controlling sentiment Controlling writing style

— e e em e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o e em En e Em Em e = -

T TTTTTTTTTTTTTomTmmTmm oo | LeBron James contributed 26 points, 8

Pos  The film is full of imagination! Plain” rebounds, 7 assists.
Neg | The film is strictly routine! LeBron James rounded out the box score
‘with an all around impressive performance, .

Elaborate scoring 26 points, grabbing 8 rebounds
‘and dishing out 7 assists.

[Hu et al., 2017; Shen et al., 2017] [Lin et al., 2020]



When no (good) data is available?

Adversarial attacks
T

Entailment classifier

T

The Old One always comforted Ca'daan, except today.

Your gift is appreciated by each and every student ... ‘ it ’s

At the other end of Pennsylvania Avenue, people ...

premises hypothesis

Controllable generation

Controlling sentiment Controlling writing style

LeBron James contributed 26 points, 8

Pos : The film is full of imagination! Plain ' rabounds. 7 assists.

Neg The film is strictly routine! LeBron James rounded out the box score

with an all around impressive performance,

Elaborate scoring 26 points, grabbing 8 rebounds
and dishing out 7 assists.

[Hu et al., 2017] [Lin et al., 2020]

Prompt generation

T

Pretrained LM
(e.g., GPT3)

T

Generate a story about cat: once upon a time,

prompt

continuation



Learning Text Generation from Reward

Adversarial attacks

Reward-1: success rate of attack

Compose Reward-1 + Reward-2, and run
Reinforcement Learning

"entailment” “neutral” “contradiction”

1

Entailment classifier

/

The Old One always comforted Ca'daan, except today.

Your gift is appreciated by each and every student ... ‘

At the other end of Pennsylvania Avenue, people ...

premises

The person saint-pierre-et-saint-paul is ..

Reward-2: fluency

hypothesis (attack)




Learning Text Generation from Reward

Prompt generation

Compose Reward-1 + Reward-2, and run
Reinforcement Learning

Pretrained LM
(e.g., GPT3)

T T } Reward-1: topic classification accuracy

Generate a story about cat: once upon a time,

rompt continuation
PP Reward-2: fluency

Automatically generating prompts to steer pretrained LMs



Reinforcement Learning (RL)

 Plug in arbitrary reward functions to drive learning

* Fertile research area for robotic and game control

State s,

Reward r,
Next state s, ;

Environment

Action a;,



Reinforcement Learning (RL)

 Plug in arbitrary reward functions to drive learning

* Fertile research area for robotic and game control

But ... limited success for training text generation
» Challenges:

» Extremely large sequence space: (vocab-size)textlength ~ (10%)2°

» Sparse reward: only after seeing the whole text sequence

10



RL for Text Generation: Formulation

* (Autoregressive) text generation model:

Sentence y = (yg, -, Y1)

In RL terms: { trajectory, T}

logits
g (Ve | <) = softmax( fg (J’t‘Y<t)%<( Y }

{ action, a; } { state, s; } [ policy TTg (Clt ‘ St ) }

R
gy —
f t—1 \\ T
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RL for Text Generation: Formulation

@\ —

* (Autoregressive) text generation model: f, 1\ T

\

loqit
Sentence ¥ = (Yo, ..., yr) 6 (; | y<¢) = softmax( fe(;vt\y«)%% OIS }

In RL terms: {trajectory, r} { action, a; } { state, s, } { policy Ttg (at \ S ) ]

* Reward ry = r(ss, az)
« Oftensparse:r; =0fort<T

» The general RL objective: maximize cumulative reward J(r) =E.wx |» ~'re

» @Q-function: expected future reward of taking action a; in state s;

T !/
Q™ (s ar) = *n[zt'=t)/t Tt | St at]

12




On-policy RL
ge Bl A —I— L 1

RL for Text Generation: Formulation 1 WModelsGeneratedpata

People carrying food on trays.

\4

I

Girl flies a tray of trays. '

| A skier on on on on to the mountain. |
Horse grass cat dog are.

| Abarbers cooking grass. I

I

* On-policy RL =0

» Most popular, e.g., Policy Gradient (PG) u

Q(s¢,a:)Vologmg (ar | s¢)

]~

VQJ(T‘-O) . 4:7'fv7n9

|
~

|
=

Generate text samples from the current policy g itselt
7\ ’
Extremely low data efficiency: most samples

from 1y are gibberish with zero reward
- y

~N
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Off-policy RL

RL for Text Generation: Formulation Sl Todliln Eiats

A skier is skiing down a mountain.
A dog are wags its tail down the boy.
Men paddle her wings on the lake.

The woman is carrying two trays of food.
A barber is giving a haircut.

» Off-policy RL
* e.g., Q-learning
» Implicitly learns the policy m by approximating the Q™ (s, a;)

» Bellman temporal consistency: Q"(s¢,a:) =7+ + ymax Q" (s¢41, ar41)

at41
* Learns Qg with the regression objective:
g .
L£(0) = Er 5 (Tt +ymax Qg(St4+1,at41) — QQ(St,at))
at41

[ Arbitrary policy }

» After learning, induces the policy as a; = argmax, Qg+ (s¢, a) "



Off-policy RL

RL for Text Generation: Formulation Sl Todliln Eiats

A skier is skiing down a mountain.
A dog are wags its tail down the boy.
Men paddle her wings on the lake.

The woman is carrying two trays of food.
A barber is giving a haircut.

» Off-policy RL
* e.g., Q-learning
» Implicitly learns the policy m by approximating the Q™ (s, a;)

» Bellman temporal consistency: Q"(s¢,a:) =7+ + ymax Q" (s¢41, ar41)

at+1

* Learns Qg with the regression objective:

| S ! .
L(0) =E, > G}“t + ymax Qg(St+1,At+1)1— QQ(Staat))
At 41 I
D ____“_/'i ______ X

[ Arbitrary policy } W N

Regression target is unstable
» Bootstrapped Q3
\' Sparse reward 1, = 0 (t < T): no "true” training signalj

» After learning, induces the policy as a; = argmax, Qg+ (s¢, a)

16



RL for Text Generation: Formulation

On-policy RL

* On-policy RL, e.g., Policy Gradient (PG)

s=s =l g = s
|f Mode.l’s Generated Data | \l/
» Exploration to maximize reward directly Pt

A skier on on on on to the mountain.

Model

Horse grass cat dog are.

I
I
| Abarbers cooking grass. I
|

W Extremely low data efticiency R

» Oft-policy RL, e.g., Q-learning
Off-policy RL

& Unstable training due to bootstrapping & sparse reward

4 B
(Static) Training Data

& Slow updates due to large action space e it
e rr oot 0 | I
W Se n S Itlve to Off_ po ‘ I Cy d ata q u a ‘ Ity ::-\'k.)arber is giving a haircut.

... Limited success for training text generation

17



New RL for Text Generation: Soft Q-Learning (SQL)

(Hard) Q-learning SQL
* Goal » Goal: entropy regularized
T P i T I
J(T(‘) = B ;7 g JMaxEnt(T") = 7 Z”Yt’l“t + aH (7T ( | St))
- B =0
» Induced policy * Induced policy
a; = argmax, Qg+(s¢, a) o= (a; | 5¢) = softmax( Qe-(atls¢) )

{Generation model’s “logits” now act as Q-values !}

sequence
=0 re1=0 rp= reward <€—

togis

Q-values ~~4

—)i —’@ 18




New RL for Text Generation: Soft Q-Learning (SQL)

(Hard) Q-learning SQL
* Goal » Goal: entropy regularized
T P i T I
J(7) = Errr ;v e InaxEnt(7) = Err | > A7+ aH (7 (- | 8¢))
=0 - =0 |
* Induced policy * Induced policy

a; = argmax, Qg (S, a)

* Training objective: * Training objective:

» Based on temporal consistency
| S—_—

W Unstable training / slow updates °" Stable / efficient

mg+(a; | s¢) = softmax( Qg+ (at|s;) )

» Based on path consistency




Efficient Training via Path Consistency

* (Multi-step) path consistency

V*(s) =log Za, expQ” (s,a’)

n*(a|s) = softmax(Q*(a|s))

~ A

T —t

Vo (8e) =7 TV (8741) = )7 (ress —log 7" (aup | 8144))

* Objective

£SQL, PCL-IIIS(H) = L,

[Nachum et al., 2017]

[=0

updates: Non-zero
reward signal r as
regression target

~

/
_________ =T 27
Q-—Ve (s¢) +7 rr Z v log 7o (aet1 | 3t+l)>
—————————— I =0
|
< updates: gradient -
involves Qg values of all
5 tokens in the vocab y




Implementation is easy

model = TransformerLM(...)

tter range(max_titers):
mode "off-policy":
batch =_dataset.sample_b§tch() e e
sample_ids = batch.text_ids Q_values, Q values_target, actions, rewards):

mode == "on-policy": Q_values. logsumexp(dim=-1)
sample_1ids = model.decode() Q_values[actions] - V
Q_values = model.forward(sample_ids) target = Q_values_target. logsumexp(dim=-1)

Q_values_target = target_model.forward(sample_1ds) A2 = masked reverse cumsum(

_ A, lengths=actions.sequence_length,
rewards = compute_rewards(sample_1ids) dim=-1)

sqgl_loss = multi_step_SQL_objective( F.mse_Lloss(
Q_values, A2, rewards.view(-1, 1) - V_target,

Q_values_target, reduction="none")

actions=sample_1ids,
rewards=rewards)




Applications & Experiments
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Application (l): Prompt Optimization for Controlling LMs

» Optimize discrete prompts to steer pretrained LMs to produce desired outputs

reviewer information ...

-~
-
.
.
A )
A}

LM Head

Task-Specific MLP 6

~
-----

Prompt Policy

[MASK] [Prompt] |havea...
S / v \

Classification

| Masked LM J

K\\

.

Reward = 76.0 P(“Tech”) = 0.76 ]

nfilling Probabilities

[Prompt] Food is disgusting @...
v v

 Left-to-Right LM
[\ STto ‘tlg J Generation

Reward = 86.3 X [ Food is delicious ]

Generated Tokens

26



Application (l): Prompt Optimization for Controlling LMs

» Optimize discrete prompts to steer pretrained LMs to produce desired outputs

Frozen Gradient- Guided Few- Zero- Transferrable

Methods LMs Automated free Optimize shot  shot b/w LMs interpret.
Finetuning X v X v X X X X
In-context Demo. v v v X v X v

Instructions v X v X v e v v
Manual Prompt v X v X v v v v
Soft Prompt Tuning e v X v v X X X
Discrete Prompt Enum. e e e X v v v v
AutoPrompt v v X v v X v v
RLPrompt (Ours) v e v v v v v v

Comparison of different (prompting) paradigms tor using pretrained LMs
on downstream tasks, in terms of a number of desirable properties.
27



Application (l): Prompt Optimization for Controlling LMs

e Few-shot classification

SST-2 Yelp P. MR CR AG’s News

Finetuning 80.6 (3.9) 88.7@41  67.4 9.7 73.3 (7.5) 84.9 (3.6)
Manual Prompt 82.8 83.0 80.9 79.6 76.9

In-context Demo. 835.9 (0.7) 89.6 04) 80.6 (1.4) 835.5 (1.5) 74.9 (0.8)
Instructions 89.0 84 .4 85.2 80.8 54.8

Prompt Tuning (Soft Prompt Tuning) 73.8(109) 88.621) 74.1@146) 759118  82.6(0.9)
Black-Box Tuning (Mixed Prompt + Soft Tuning)  89.1 (0.9) 93.2 05  86.6 (1.3) 87.4 (1.0) 83.5 (0.9)
GrIPS (Discrete Prompt Enum. ) 87.1 (1.5) 88.2 (0.1) 86.1(0.3) 80.0 (2.5) 65.4 9.8)
AutoPrompt 75.0 (7.6) 79.8 83) 62.0 (0.8) 57.5 (5.8) 65.7 (1.9)
RLPrompt (Ours) 90.1 (1.8) 93.9 18 86.7 2.4) 87.2 (1.7) 77.2 (2.0)

Table 3: Results of few-shot text classification, comparing with methods of different paradigms in Table 1

28



Application (l): Prompt Optimization for Controlling LMs

« Text style transfer

Controlling sentiment

Pos | The film is full of imagination!

Neg The film is strictly routine!

29



« Text style transfer

Application (l): Prompt Optimization for Controlling LMs

Model Content Style  Fluency i J(C,S, F) GM(G,S,F) :| BLEU BERTScore PPL|
Oracles : :

Copy 100 00) 1.4 0.00 92.2(0.0) 119 (0.0) 23.5 (0.0): 30.1 (0.0) 62.2 0.00 20.6 (0.0)
Reference 62.2 0.0) 78.9 (0.0) 88.7(0.0), 55.9 (0.0) 75.8 (0.0),| 100 (0.0) 100 0.00 30.8 (0.0
Training Baselines | |

Style Transformer 75.2 (0.1) 96.4 (0.1) 358.6 (0.2) 46.1 (0.2) 75.2 (0.1) || 27.6 (0.1) 56.1 0.0) 78.2(0.3)
DiRR 78.8 0.00 97.7 0.1) 75.6(0.2) ! 59.6 (0.2) 83.5 0.1) 30.0 (0.0) 61.7 0.0)0 40.6 (0.1
Prompting Baselines (GPT-2 xlarge) | l

Null Prompt 37.40.1) 948 0.1) 97.60.1); 33.6 0.1 70.2 (0.1): 6.6 (0.1) 35.80.1) 59.5 (2.0
Random Prompt  39.6 (0.1) 93.8 02 97.80.1), 34.7 (02 71.3 0.0, 7.3 ©0.1) 37.4 0.1) 60.5 (1.6)
Manual Prompt 64.2 (1.0) 91.506) 93.2(02), 53.4 (12 81.8 (0.5),| 19.2 (0.6) 53.1 (0.8 35.5(14)
RLPROMPT (Ours) | |

distilGPT-2 57.303) 96.50.1) 85.3(0.3) ! 46.0 (0.2) 71.9 0.1) 15.7 (0.1) 49.1 (0.1) 43.6 (0.6)
GPT-2 small 60.0 0.1) 96.4 0.1) 89.0(0.5 1 50.7 (0.3) 80.1 (0.1)1] 16.5 (0.1) 51.3 0.1 37.8(0.9)
GPT-2 medium 65.7 0.2) 95.20.2) 89.3(02) | 56.1 (0.6) 82.3 (0.1): 20.0 0.2) 55.10.2) 34.40.3)
GPT-2 large 65.1 (03) 94.604) 91.602), 56.5 (0.5) 82.6 (0.1),| 19.8 (0.1) 54.7 0.1y 34.9 (0.3)
GPT-2 xlarge 72.1 02) 94204 89.5(0.1), 61.40.7) 24.2 (0.2) 59.0 0.1 34.3 (0.3

Table 4: Automatic evaluation of our method vs. baselines on the Yelp (Shen et al., 2017) sentiment transfer dataset.
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Application (I): Prompt Optimization for Controlling LMs

» Topic-control generation

Prompt
i : " '/ e e e "
science Generator | —> "“the chemical microscope is In summary

topic (] prompt (model’s output) input sentence

Reward Function

| Generated

] e Sentence 1
reward: c— |
]

«—  SentenceN

AN A B B B B B B B B SIS SIS BEEEE 0 SEEEE 0 BRI BEEEE BEEEE BEEEE I I R BEEEE I SIS IS e B0 e
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Application (I): Prompt Optimization for Controlling LMs

» Steered decoding: PPLM, GeDi

« SQL achieves better overall accuracy+fluency
* Prompt control by SQL, MLE+PG > PPLM, GeDi

« and much faster at inference!

PPLM GeDi MLE (§) SQL (off, 5)

12.69 123.88 25.70 25.77
MLE+PG (5/10/15) SQL (5/10/15, ours)
25.52/28.16/28.71 25.94/26.95/29.10

Language perplexity

Model PPLM GeD1 SQL
Seconds 5.58 106 0.07

Topic accuracy Time cost for generating one sentence

32



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

33



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

» Optimized prompts tend to be ungrammatical gibberish

GPT2-large

T T l

Affect differed judgments (- analysis The film is full of imagination! The film is strictly routine!

prompt continuation

34



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

» Optimized prompts tend to be ungrammatical gibberish

» Adding fluency constraint harms the performance

GPT2-large

T T l

<|endoftext|>We are not in The film is full of imagination! The film is strictly routine!

prompt continuation

35



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

» Optimized prompts tend to be ungrammatical gibberish

» Adding fluency constraint harms the performance

* Those gibberish prompts are transferrable between LMs!

GPT2-large = = > GPT2-x|

T T l

<|endoftext|>We are not in The film is full of imagination! The film is strictly routine!

prompt continuation

36



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

» Optimized prompts tend to be ungrammatical gibberish

» Adding fluency constraint harms the performance

* Those gibberish prompts are transterrable between LMs!

Prompt Transfer Performance on Yelp Style Transfer

WUOEl 37.0 421  46.2 50.1 & 534 ~60
0 random : 34.3 34.9 35.5 34.7
(V]
g SEall 460 454 460 47.1 456
s
2 small . 50.7 47.3 47.4 489
™ medium 1 46.6 BEAM 485 51.0
3
a large . 43.9 46.9 : i

xlarge : 44 .4 48.9 . 6l1l.4

distil small medium large xlarge
Text Generation Model Size

37



Application (l): Prompt Optimization for Controlling LMs

Interesting (Surprising) observations:

» Optimized prompts tend to be ungrammatical gibberish

» Adding fluency constraint harms the performance

* Those gibberish prompts are transferrable between LMs!

LM prompting may not follow human language patterns

38



Application (ll): Universal Adversarial Attacks

"entailment” “neutral” "“contradiction”

1

Entailment classifier

/

The Old One always comtforted Ca'daan, except today.

Your gift is appreciated by each and every student ... | The person saint-pierre-et-saint-paul is ..

At the other end of Pennsylvania Avenue, people ...

premises hypothesis (attack)



Application (ll): Universal Adversarial Attacks

~ Hugging Face

 Attacking entailment classitier : Erer——

l____d

» Generate readable hypotheses that are classified as
“entailment” for all premises R

» Unconditional hypothesis generation model

facebook/bart-large-mnli

* Training data:

» No direct supervision data available

» "Weak"” data: all hypotheses in MultiNLI corpus Previous adversarial algorithms are

not applicable here:
* Rewards: » only attack for specific premise
* not readable

 Entailment classifier to attack

* Pretrained LM for perplexity
* BLEU w.r.t input premises
* Repetition penalty



Application (ll): Universal Adversarial Attacks

« SQL (full) > MLE+PG (PG alone does not work)

* MLE+PG collapses: cannot generate more diverse samples

100 - W3

ke -®- MLE+PG 1401 —@- MLE+PG -
0{®-o. "o ~®- SQL (ours) 120 -®- saL (ours) !
Y 80 g ™ ’
i " _ 100~
— /
%-' 70 - \\‘ .?f; 80 - !
i M a #
é 60 .\ a 60 1 4
8 ~.\ Q.
< 50 - \ 40 -
40 "
‘\. 20 4 .-—-”'"".——“ "_.’,,.
30 A » i o---00e’
2 4 6 8 10 2 4 6 10
Diversity Diversity
Model Generation Rate
MLE+PG IS 90.48
SQL (ours) | the person saint-pierre-et-saint- 97.40
paul 1s saint-pierre-et-saint-paul .

Samples of highest attack rate

41



Application (lll): Learning from Noisy (Negative) Text

» Entailment generation

» Given a premise, generates a hypothesis that entails the premise
» “Sophie is walking a dog outside her house” -> “"Sophie is outdoor”

* Negative sample: “Sophie is inside her house”
 Training data:

» Subsampled 50K (premise, hypothesis) noisy pairs from SNLI

» Average entailment probability: 50%

» 20K examples have entailment probability < 20% (= negative samples)
* Rewards:

» Entailment classifier
* Pretrained LM for perplexity

» BLEU w.r.t input premises (which etfectively prevents trivial generations)

42



Application (lll): Learning from Noisy (Negative) Text

» MLE (and variants) and pure oft-policy RL (GOLD-s) do not work « rely heavy on data quality
« SQL (full) > MLE+PG (PG alone does not work)

100
Al MLE
90 -
\b 500 - MLE+reward
-® MLE+PG
Q 80- s & “
+ N MIXER
© 0 @ > 400 - SCST
70 - \
ad a -+
e . -® GOLD-s
= 60- . bX ) SQL (single)
e ® — 30071 _e  sQL (full, ours)
) MLE &« \ O '
& 501 MLE+reward ® e CT)
— -® MLE+PG 200 -
(C 40 - ‘e al
' MIXER
ey SCST
LL] -® GOLD-s 100 ~
20 - SQL (single) .
-®- SQL (full, ours) 0. A Mat_‘;’_:'&o?

5 6

Entailment-rate and language-quality vs diversity (top-p decoding w/ ditferent p)

8

Diversity

5 6 7 8 9 10
Diversity




Key Takeaways

 Learning text generation from rewara

» Previous RL for text generation (e.g., policy gradient, Q-learning):

&~ Low data efficiency; unstable training; slow updates; sensitive to training data quality

» SQL
» Objectives based on path consistency
= from scratch given sparse reward

A given large action space
* Opens up enormous opportunities

» For integrating more advanced RL (replay bufter, model-based RL, hindsight, ...)

» To enable massive new applications in text generation
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