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Recap: Data Augmantation

● Image:

! Flip, crop, scale, translation, rotation, mixup, …

● Text:
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Text data augmentation: Examples
● Lexical Substitution
! Thesaurus-based substitution

4[Courtesy: Amit Chaudhary https://amitness.com/2020/05/data-augmentation-for-nlp/]
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Text data augmentation: Examples
● Lexical Substitution
! Thesaurus-based substitution
! Word-embedding substitution
! Masked LM
! TF-IDF based word replacement
§ words that have low TF-IDF scores are uninformative and thus can be replaced 

without affecting the ground-truth labels of the sentence.
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Text data augmentation: Examples
● Lexical Substitution
! Thesaurus-based substitution
! Word-embedding substitution
! Masked LM
! TF-IDF based word replacement

● Paraphrasing
! Back Translation

● Random Noise Injection

9[Courtesy: Amit Chaudhary https://amitness.com/2020/05/data-augmentation-for-nlp/]

Spelling error:

Unigram noising:



Text data augmentation: Examples
● Lexical Substitution
! Thesaurus-based substitution
! Word-embedding substitution
! Masked LM
! TF-IDF based word replacement

● Paraphrasing
! Back Translation

● Random Noise Injection
● MixUp
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Text data augmentation: Examples
● Lexical Substitution
! Thesaurus-based substitution
! Word-embedding substitution
! Masked LM
! TF-IDF based word replacement

● Paraphrasing
! Back Translation

● Random Noise Injection
● MixUp
● Generative Models
! Finetune a large pre-trained LM (BERT, GPT2, etc)
! Use the fine-tuned LM to generate new data

11[Courtesy: Amit Chaudhary https://amitness.com/2020/05/data-augmentation-for-nlp/]
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Weakly Supervised Learning



The difficulty with supervised learning 

● Annotated data is expensive and costs increase when... 

! A task requires specialized expertise

E.g. “Only a trained linguist or a board certified radiologist can label my data”

! Labeling examples involves making multiple decisions 

E.g. “Annotate this sentence with a parse tree”

(instead of a single binary decision)

13Credit: https://svivek.com/teaching/lectures/slides/weak-supervision/weak-supervision.pdf



14Credit: https://dawn.cs.stanford.edu/2017/07/16/weak-supervision/



Example (I): labeling with heuristics+RZ�DERXW�QRZ"
7DVN��%XLOG�D�FKHVW�[�UD\�FODVVLILHU

&DQ�\RX�XVH�WKH�DFFRPSDQ\LQJ�PHGLFDO�UHSRUW��WH[W�
PRGDOLW\��WR�ODEHO�WKH�[�UD\��LPDJH�PRGDOLW\�"

7KLV�VHWWLQJ�LV�ZKDW�ZH�FDOO�³FURVV�PRGDO´�

15[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

(normal/abnormal)



Example (I): labeling with heuristics

16[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

&URVV�0RGDO�:HDN�6XSHUYLVLRQ

&11

<

How do we obtain Y?



Example (I): labeling with heuristics

&URVV�0RGDO�:HDN�6XSHUYLVLRQ

1RUPDO�5HSRUW /)V

6RXUFH��.KDQGZDOD�HW��DO�������&URVV�0RGDO�'DWD�3URJUDPPLQJ�IRU�0HGLFDO�,PDJHV

17

(labeling functions)

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Example (II): Labeling with knowledge bases
Task: relation extraction from text

● Hypothesis: If two entities belong to a certain relation, any sentence 
containing those two entities is likely to express that relation 

● Key idea: use a knowledge base of relations to get lots of noisy training 
examples 

18Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases

19Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf

Frequent Freebase relations 



Example (II): Labeling with knowledge bases
Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

Training data 

20Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 

Training data 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf
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Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Larry Page, Google) 
Label:  Founder 
Feature:  Y was founded by X 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Negative training data 

Larry Page took a swipe at Microsoft... 
...after Harvard invited Larry Page to... 
Google is Bill Gates' worst fear ... 

Corpus text 

(Larry Page, Microsoft) 
Label:  NO_RELATION 
Feature:  X took a swipe at Y 

Training data 

(Bill Gates, Google) 
Label:  NO_RELATION 
Feature:  Y is X's worst fear 

(Larry Page, Harvard) 
Label:  NO_RELATION 
Feature:  Y invited X 

Can’t train a classifier with only positive data! 
Need negative training data too! 
 
Solution? 
Sample 1% of unrelated pairs of entities. 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Integrating multiple noisy labels

6RXUFH��$��5DWQHU�HW��DO�KWWSV���GDZQ�FV�VWDQIRUG�HGX������������ZHDN�VXSHUYLVLRQ�

:HDN�6XSHUYLVLRQ�)RUPXODWLRQ

26[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels
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'DWD�3URJUDPPLQJ

8QODEHOHG�
'DWD��;
�1�SRLQWV�

/DEHOLQJ�IXQFWLRQV
�0�IXQFWLRQV�

/DEHO�0DWUL[
/��1�[�0� Ӻ

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels
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Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

29[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

'DWD�3URJUDPPLQJ
+RZ�GR�ZH�REWDLQ�SUREDELOLVWLF�ODEHOV��Ӻ��IURP�WKH�ODEHO�PDWUL[��/"

$SSURDFK�����0DMRULW\�9RWH

7DNH�WKH�PDMRULW\�YRWH�RI�WKH�ODEHOOLQJ�IXQFWLRQV��/)V��

/HW¶V�VD\�/� �>>�������������@��>�������������@@�

���������������Ӻ� �>����@

%XW�WKLV�DSSURDFK�PDNHV�VHYHUDO�VWURQJ�DVVXPSWLRQV�DERXW�WKH�/)V����



Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

30[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]
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&URVV�0RGDO�:HDN�6XSHUYLVLRQ

1RUPDO�5HSRUW /)V

6RXUFH��.KDQGZDOD�HW��DO�������&URVV�0RGDO�'DWD�3URJUDPPLQJ�IRU�0HGLFDO�,PDJHV

Majority vote fails:



Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 2
Train a generative model over P(L, Y) where Y are the (unknown) true labels 

31[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

'DWD�3URJUDPPLQJ
3XWWLQJ�LW�DOO�WRJHWKHU���

6RXUFH��$��5DWQHU�HW��DO�KWWSV���KD]\UHVHDUFK�JLWKXE�LR�VQRUNHO�EORJ�ZHDNBVXSHUYLVLRQ�KWPO



Summary: Weak/distant supervision

32



Summary: Weak/distant supervision
● Noisy labels from heuristics, knowledge bases, constraints, …
● Integrating multiple noisy labels 
! Majority vote
! Generative modeling
! …

● Not all information/experiences can easily be converted into labels 
! “Every part of speech sequence should have a verb“
! “In a sentence with word ‘but’, the sentiment of text after ‘but’ dominates”
! “Every image patch that is recognized as a bicycle should have at least one 

patch that is recognized as a wheel” 
! I have a “discriminator” model that can tell me whether a model-generated 

image is good or not

● Need a more flexible framework to incorporate all forms of experiences
33



Questions?


