DSC291: Machine Learning with Few Label

Large Language Models
Selt-Supervised Learning

Zhiting Hu
Lecture 5, April 10, 2024

UCSan Diego

HALICIOGLU DATA SCIENCE INSTITUTE




Large Language Models:
More model parameters

NLP’s Moore’s Law: Every year model size increases by 10x
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Large Language Models:
More model parameters, more data
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Large Language Models:

more data
Domain Scale
(data points)

Language 2el2

Vision -3e9

Speech 3el2
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Large Language Models:
More model parameters, more data, more computing

Compute Used for Al Training Runs
Total compute used to train notable Al models, measured in total FLOP (floating-point operations) | Logarithmic
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Large Language Models:
More model parameters, more data, more computing

BIG-Bench Hard performance vs scale Z EPOCH
Performance (%) ® Fitted Held-out
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Large Language Models:
More model parameters, more data, more computing

MMLU performance vs scale Z EPOCH

Performance (%) ® Fitted Held-out
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Language models: Summary so far

e So far, we've talked about the model architectures and inference of LMs
o Model architecture: Transformers
o Inference: next word prediction (sampling tokens at each step)

e Next: training of LMs

e . )
ML solution:

ming L(6, &)




Self-Supervised Learning



Terminology

e Supervised Learning

e Semi-supervised Learning

e Weakly-supervised Learning
e Self-supervised Learning

e Unsupervised Learning

e All need some forms of supervision, or experience
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Self-Supervised Learning: Examples

» Predict any part of the input from any
other part.

» Predict the future from the past.
» Predict the future from the recent past.
» Predict the past from the present.

» Predict the top from the bottom.

[Courtesy: Lecun “Self-supervised Learning”]
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Self-Supervised Learning: Examples

» Predict any part of the input from any
other part.

» Predict the future from the past.

» Predict the future from the recent past.

» Predict the past from the present.
» Predict the top from the bottom.

Predict the occluded from the visible

Pretend there is a part of the input you
don’t know and predict that.

vy

[Courtesy: Lecun “Self-supervised Learning”]
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Self-Supervised Learning: Motivation (I)

» Our brains do this all the time

Filling in the visual field at the retinal blind spot
Filling in occluded images, missing segments in speech

Predicting the state of the world from partial (textual)
descriptions

Predicting the consequences of our actions
Predicting the sequence of actions leading to a result

VvVy VVY

v

Predicting any part of the past, present or future
percepts from whatever information is available.

[Courtesy: Lecun “Self-supervised Learning”] 13



Self-Supervised Learning: Motivation (I)

e Successfully learning to predict everything from everything else would
result in the accumulation of lots of background knowledge about how

the world works

e The model is forced to learn what we really care about, e.g. a semantic
representation, in order to solve the prediction problem

[Courtesy: Lecun “Self-supervised Learning’]
[Courtesy: Zisserman “Self-supervised Learning’] 14



Self-Supervised Learning: Motivation (ll)

e The machine predicts any part of its input from any observed part
o A lot of supervision signals in each data instance

e Untapped/availability of vast numbers of unlabeled text/images/videos..
o Facebook: one billion images uploaded per day
o 300 hours of video are uploaded to YouTube every minute

[Courtesy: Zisserman “Self-supervised Learning’] 15



SSL in Language Models

e Calculates the probability of a sentence:

o Sentence:
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SSL in Language Models

e Calculates the probability of a sentence:

o Sentence:

Yy = ()’1;}’2; ---;yT)

T

Po(Ve | ¥Y1.6-1)
t=1

pe(y) =

Model: Transformer

Example:
(I, like, this, ...)

- pg (like | I) pg(this | I, like) -+

| like this
0 ) )

Multi-head Self-attention —>

| [ [

<BOS> | like



SSL in Language Models: Training

e Given data example y*
e Minimizes negative log-likelihood of the data

T

ming Lyg = —logpe(y) == | |  Po(ye [ Yie-1)



SSL in Language Models: GPT3

e A Transformer-based LM with 125M to 175B parameters
e Trained on massive text data

Dataset # Tokens (Billions)
Total 499
Common Crawl (filtered by quality) 410
WebText2 19

Books1 12

Books2 55
Wikipedia 3

Brown et al., 2020 "Language Models Are Few-Shot Learners”
[Table from https://lambdalabs.com/blog/demystifying-gpt-3/]



Other examples of self-supervised learning (SSL)

e Learning contextual text representations
e Learning image / video representations

20



Word Embedding

e Conventional word
embedding:

o Word2vec, Glove

o A pre-trained matrix,
each row is an
embedding vector of a
word

[Courtesy: Vaswani, et al., 2017]
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http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf

Word Embedding

e Conventional word

embedding:
o Word2vec, Glove

o A pre-trained matrix,

each row is an

embedding vector of a

word

[Image source: Va
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The Annuzl Reminder continued through July 4, 196S. This final
Annual Reminder tock place less than 2 week after the June

28 Stonewall riots, in which the patrons of the Stonewall Inn, a gay
bar in Greenwich Village, fought against police who raided the

bar. Rodwell received several telephone calls threatening him and
the other New York participants, but he was zble to arrange for
police protection for the chartered bus all the way to Philadelphia.
About 45 people participated, including the deputy mayor of
Philadelphia and his wife. The dress code was still in effect at the
Reminder, but two women from the New York contingent broke
from the single-file picket line and held hands. When Kameny tried
to break them apart, Rodwell furiously denounced him to onlooking
members of the press.

Following the 1363 Annuzl Reminder, there was a sense, particularly
among the younger and more radical participants, that the time for
silent picketing had passed. Dissent and dissatisfaction had begun to
tzke new znd more emphatic forms in society."/The conferance
passad a resolution drafted by Rodwell, his partner Fred Sargeant,
Broidy and Lindz Rhodes to move the demonstration from July 4 in
Phi iz to the last in June in New York City, as well as
proposing to "other orgzanizations throughout the country...
suggesting that they hold parallel demonstrations on that day" to
commemorate the Stonewall riot. ........
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Word Embedding

e Problem: word embeddings are applied in a context free manner
open a bank account on the river bank

(\ /
(0.3, 0.2, =-0.8, ..]

Courtesy: Devlin 2019



Word Embedding

e Problem: word embeddings are applied in a context free manner
open a bank account on the river bank

(\ /
(0.3, 0.2, =-0.8, ..]

e Solution: Train contextual representations on text corpus

(0.9, -0.2, 1.6, ..] [-1.9, -0.4, Of1’
open a bank account on the river bank

Courtesy: Devlin 2019



BERT

e BERT: A bidirectional model to extract contextual word embedding

Tl e




BERT: Pre-training Procedure

e Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)



BERT: Pre-training Procedure

e Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)

e Training: masked language model (masked LM)

o Masks some percent of words from the input and has to reconstruct those
words from context



BERT: Pre-training Procedure

e Masked LM

Use the output of the

masked word’s position
to predict the masked word

Randomly mask
15% of tokens

Input

Possible classes:
All English words
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BERT: Downstream Fine-tuning

e Use BERT for sentence classification
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BERT: Downstream Fine-tuning
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BERT Results

* Huge improvements over SOTA on 12 NLP task

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 81.0 86.0 61.7| 74.0
BiLSTM+ELMo+Attn 76.4/76.1 64.8 799 904 360 733 849 568| 71.0
OpenAl GPT 82.1/81.4 703 88.1 913 454 800 823 56.0| 752
BERTgASE 84.6/83.4 71.2 90.1 935 521 858 889 664 79.6
BERT| ARGE 86.7/85.9 721 911 949 605 865 893 70.1| 81.9

Table 1: GLUE Test results, scored by the GLUE evaluation server. The number below each task denotes the
number of training examples. The “Average” column is slightly different than the official GLUE score, since
we exclude the problematic WNLI set. OpenAl GPT = (L=12, H=768, A=12); BERTgasg = (L=12, H=768,
A=12); BERT arge = (L=24, H=1024, A=16). BERT and OpenAl GPT are single-model, single task. All
results obtained from https://gluebenchmark.com/leaderboard and https://blog.openai.

com/language—unsupervised/.
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SSL from Images, E

HESE
H{EE
vy
i
] ]
input

ENELE
B Il [

encoder

HEN

e
o
(4]
g
2

[

(1): masked autoencoder (MAE)

Figure 1. Our MAE architecture. During pre-training, a large
random subset of image patches (e.g., 75%) 1s masked out. The
encoder is applied to the small subset of visible patches. Mask
tokens are introduced after the encoder, and the full set of en-
coded patches and mask tokens is processed by a small decoder
that reconstructs the original image in pixels. After pre-training,
the decoder is discarded and the encoder is applied to uncorrupted
images (full sets of patches) for recognition tasks.

[He et al., 2021: Masked Autoencoders Are Scalable Vision Learners] 39



SSL from Images, EX (ll): relative positioning

Train network to predict relative position of two regions in the same image

. < 8 possible locations
Classifier
CNN| [CNN . 63
¢ ¢ Randomly Sample Patch

Sample Second Patch

Unsupervised visual representation learning by context prediction,
Carl Doersch, Abhinav Gupta, Alexei A. Efros, ICCV 2015

[Courtesy: Zisserman “Self-supervised Learning’] 40



SSL from Images, EX (ll): relative positioning

D

2
T A,
YaNan ks

Unsupervised visual representation learning by context prediction,

_ . _ o Carl Doersch, Abhinav Gupta, Alexei A. Efros, ICCV 2015
[Courtesy: Zisserman “Self-supervised Learning’] 41



SSL from Images, EX (ll): relative positioning
Evaluation: PASCAL VOC Detection

» 20 object classes (car, bicycle, person, horse ...)

* Predict the bounding boxes of all objects of a given class in an image (if any)

Horse

[Courtesy: Zisserman “Self-supervised Learning”] 42



SSL from Images, EX (ll): relative positioning
Evaluation: PASCAL VOC Detection

 Pre-train CNN using self-supervision (no labels)

 Train CNN for detection in R-CNN object category detection pipeline

warped region pr aeroplane? no.

person? yes.

tvmoni.tor? no.
1. Input 2. Extract region 3. Compute 4. Classify
image proposals (~2k) CNN features regions

!

Pre-train on relative-position task, w/o labels

[Girshick et al. 20141
[Courtesy: Zisserman “Self-supervised Learning’] 43



SSL from Images, EX (ll): relative positioning
Evaluation: PASCAL VOC Detection

_ 56.8%
@)
3 51.1%
£ 45.6%
o
g
=
ImageNet Labels Relative No Pretraining
positioning

[Courtesy: Zisserman “Self-supervised Learning’]
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SSL from Images, EX (lll): colorization

Train network to predict pixel colour from a monochrome input

Grayscale image: L channel Concatenate (L,ab)

X € RHXWXl (X,?)

“Free”
L L F—4 i ab <«—— | supervisory
signal

[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016




SSL from Images, EX (lll): colorization
Train network to predict pixel colour from a monochrome input

[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2616



SSL from Images, EX (IV): exemplar networks

e Exemplar Networks (Dosovitskiy et al., 2014)

e Perturb/distort image patches, e.g. by cropping and affine transformations
e Train to classity these exemplars as same class

.ﬂ‘-* ..@.K\L ® . Ei ~—

[Courtesy: Zisserman “Self-supervised Learning’] 47



Time

SSL from Videos

Three example tasks:

e Video sequence order
o Sequential Verification: Is this a valid sequence?

“Sequence” of data

[Courtesy: Zisserman “Self-supervised Learning’] Wei et al., 2018 Arrow of Time 48



SSL from Videos

Three example tasks:

e Video sequence order
o Sequential Verification: Is this a valid sequence?

e Video direction
o Predict if video playing forwards or backwards

[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 49



SSL from Videos

Three example tasks:
e Video sequence order

o Sequential Verification: Is this a valid sequence?
e Video direction

o Predict if video playing forwards or backwards

e Video tracking

o @Given a color video, colorize all frames of a gray scale version using a reference
frame

Vondr¢ et al., 2018



Key Takeaways

e Self supervision learning
o Predicting any part of the observations given any available information
o The prediction task forces models to learn semantic representations
o Massive/unlimited data supervisions

e SSL for text:
o Language models: next word prediction
o BERT text representations: masked language model (MLM)

e SSL for images/videos:
o Various ways of defining the prediction task

51






