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What is Machine Learning?

o Computational methods that enable machines to learn concepts and
improve performance from experience.
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Machine translation

Language modeling
(BERT, GPT-3/4, ...)

GPT3: 45TB of text data: CommonCrawl, WebText,
Wikipedia, corpus of books, ...



Experience: (massive) data examples

TECH iARTIFlCtALINT[llIBEHBE \

OpenAl's text-generating system GPT-3 is now
spewing out 4.5 billion words a day

Robot-generated writing looks set to be the next big thing

By James Vincent | Mar 29, 2021, 8:24am EDT

_—
- Speak easy
Human scorers’ rating* of Google Translate and human translation
Loud and clear
iti i -based! - g
Speech-recognition word-error rate, selected benchmarks, % Lo Translation method [Phrase-based” I Neural-network! | Human
g scale .
100 A3 4 5 Perfect translation=6
— Spanish |
Switchboard - English+— French | I
Switchboard cellular » » Chinese I 1
Meeting speech
W_o Spanish — English 1 1
Broadcast : French —» English | |
speech IBM, Switchboard Chinese — English ] 1
Q.
) . . Pour 'ancienne secrétaire d'Etat, il s'agit de faire oublier un mois de cafouillages
Input sent
The Switchboard corpus is a collection of recorded et de convaincre lauditoire que M. Trump n‘a pas Iétoffe d'un président
telephone conversations widely used to train and
test speech-recognition systems
Phrase-based’
1
B e B — For the former secretary of For the former secretary of state,
1993 96 98 2000 02 04 06 08 10 12 14 16 state, this is to forgeta month it is a question of forgetting a
Sources: Microsoft; research papers of bungling and convince the month of muddles and convincing
audience that Mr Trump has the audience that Mr Trump does

not the makings of a president  not have the stuff of a president

Source: Google *0=completely nonsense translation, 6=perfect translation TMachine translation

[The Economist]



Problems with few data (labels)

e Privacy, security issues

Assistive diagnosis

Normal findings Abnormal findings

x <
- o
O

“The heart size and mediastinal contours appear W;fhm
normal limits. There is blunting of the right lateral’
costophrenic sulcus which could be secondary to a small
effusion versus scarring ...”




Problems with few data (labels)

e Expensive to collect/annotate

Robotic control
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Problems with few data (labels)

e Expensive to collect/annotate

Controllable content generation

Source image

Generated images under different poses

Applications: virtual clothing try-on system
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Problems with few data (labels) ftteick. trers
o Difficult / expertise-demanding to annotate VN/%/

Adversarial attack

"entailment” ¥neutral” "

contradiction” %

A
The Old One always comforted Ca'daan, except today. oo
Your gift is appreciated by each and every student ... | The person saint-pierre-et-saint-paul is .. i

At the other end of Pennsylvania Avenue, people ...

premises hypothesi
-

Applications: test model robustness
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Problems with few data (labels)

o Difficult / expertise-demanding to annotate

Prompt generation: automatically generating prompts to steer pretrained LMs

Pretrained LM
(e.g., GPT3)

1 I I

Generate a story about cat: once upon a time,

9 7 continuation
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Problems with few data (labels)

o Specific domain  Low-resource languages
/\/W

~7K languages in the world
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Problems with few data (labels)

e Specific domain

Low-resource languages

(Written languages
| (3.5K)

anguages with
nnotation
(307)

[Figure courtesy: Dan Roth, CIS620]

All languages

—

(7K)
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Problems with few data (labels)

o Specific domain  Low-resource languages

Written languages All languages
(3.5K) (7K)

Can we translate the

annotation to other ></
languages? A
. Requires parallel data
Languages with for training
NER Annotation
(30?

[Figure courtesy: Dan Roth, CIS620]



Problems with few data (labels)

e Specific domain

Low-resource languages

Written languages
(3.5K)

Languages with Wikipedia
paralleltext languages
(1007?) (300)

—

Languages with

NER Annotation
(30?)

[Figure courtesy: Dan Roth, CIS620]

L?? NS¥ 'lﬁ/ﬁla
%A@@WU% g/ﬂwméw

All languages
(7K)

Can we use the
multilingual links in
Wikipedia?
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Problems with few data (labels)
e Specific domain

@sed on car manual?
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Problems with few data (labels)

e Privacy, security issues

e Expensive to collect/annotate

o Difficult / expertise-demanding to annotate
e Specific domain

19



Machine learning solutions given few data (labels)

e How can we make more efficient use of data?

o Clean but small-size Z/,bﬂ"ﬂ
o Noisy AOYL—(@

o Qut-of-domain

: . . .
e Can we incorporate other types of experience in learning? 4
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Components of a ML solution (roughly)

e Loss

e Experience

e Optimization solver
e Model architecture

ming L@, €)
/ / S -

L v Y A
Optimization I{%gs Model Experience
sgl/vgr\/ architecture =

5GP =

> /\D/JM
i’ b(/(H WWVO @Lf?anpﬁéy
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Components of a ML solution (roughly)

. This course discusses very little about model architecture
[

e Model architecture

Sne, (g' & ~o
£ ¥ REY
Optimization Model Experience
solver architecture
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Components of a ML solution (roughly)

. This course discusses very little about model architecture
. Model of certain architecture whose parameters are
R the subject to be learned, pg(x, ¥) or py (y|3£)
, o Neural networks
e Model architecture o Graphical models 9

o Compositional architectures
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Components of a ML solution (roughly)

. This course discusses very little about model architecture
. Model of certain architecture whose parameters are
R the subject to be learned, pg(x,y) or pg (¥]|x)
, o Neural networks =
e Model architecture > Graphical models fé{&]{@

o Compositional architectures

Multi-head attention ><;
Trer

| 11x11 conv, 96, /4, pool/2 |

I 5x5 conv, 256, pool/2 l
\ 4

| 3x3 conv, 384 |

Scaled dot-product attention

| 3x3 conv, 384 |

[ 3x3 conv, 256, pool/2 |
v

| fc, 4096 |

v

| fc, 4096 |

| fc, 1000 |
Convolutional networks Transformers 24




Components of a ML solution (roughly)

This course discusses very little about model architecture
Model of certain architecture whose parameters are

R the subject to be learned, pg(x,y) OM_)

Model architecture

O/?\O

)

© SEQUENCE
Naive Bayes HMMs
CONDITIDNAL CONDITIDNAL
~ ~
O)’“\O — O=—0O=0
é) SEQUENCE é (g CE

Logistic Regression Linear-chain CRFs

—

O

O

O

Neural networks
Graphical models

Compositional architectures

GRAPHS Generative directed models

CONDITIONAL
\\/
O "80

General CRFs

—

GENERAL
GRAPHS
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Components of a ML solution (roughly)

. This course discusses very little about model architecture

Optimization solver Assuming you know basic procedures:
o (Stochastic) gradient descent
o Backpropagation

. o Lagrange multiplier

ming L(6,E bl .

/ QFQL_Q - o .. wa&hmhﬁﬂé O/)_é
~

N ~a

Optimization Loss Model Experience
solver architecture
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Components of a ML solution (roughly)

. This course discusses very little about model architecture
e Experience

o Core of most learning algorithms
:\_’_\—/’_/

fude GAN

a@l’}*‘ AMV» fl%é&l/ﬁf/{_
Optimization @ Model K @
solver o —

8% architecture
S /é ?ﬂ’u/\."
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Machine learning solutions given few data (labels)

e (1) How can we make more efficient use of data?
o Clean but small-size, Noisy, Out-of-domain

e (2) Can we incorporate other types of experience in learning?

e - .
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Machine learning solutions given few data (labels)

e (1) How can we make more efficient use of data?
o Clean but small-size, Noisy, Out-of-domain, ...

e Algorithms 2

o Supervised learning: MLE, maximum entropy principle
S [ SNMopy

o Unsupervised |learning: EM, variational inference, VAEs

o Self-supervised learning: successful instances, e.g., BERT, GPT-3, contrastive

<\__/
_learning, applications to downstream tasks

o Distant/weakly supervised learning: successful instances

o Data manipulation: augmentation, re-weighting, curriculum learning, ...
=Mt kb -
o Meta-learning

Mostly first half of the course -



Machine learning solutions given few data (labels)

e (2) Can we incorporate other types of experience in learning?

o Learning from auxiliary models, e.g., adversarial models:
» Generative adversarial learning (GANs and variants), co-training, ...
o Learning from structured knowledge
. Postedor_te_gula_rjza.tignrconstr\aint—driven learning, ...
o Learning from rewards
= Reinforcement learning: model-free vs model-based, policy-based vs
value-based, on-policy vs off-policy, extrinsic reward vs intrinsic reward,
O

Learning in dynamic environment (not covered)
= Online learning, lifelong/continual learning, ...
— r_/;

Second half of the course
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Algorithm marketplace

Designs driven by: experience, task, I&fugction, training procedure ...

maximum ﬂkelihood estimation reinforcement learning as inference
data re-weighting . ~inverse RL - tive learning
policy optimization
data augmentation  reward-augmented maximum likelihood

label smoothing softmax policy gradient

imitation learning

actor-critic adversarial domain adaptation
~ GANs posterior regularization
knowledge distillation , , ,
intrinsic reward constraint-driven learning

prediction minimization generalized expectation

regularized Bayes ,
learning from measurements
energy-based GANs

weak/distant supervision

31



Where we are now? Where we want to be?

e Alchemy vs chemistry

Q?iﬁﬁiﬁeo ++

iminator Network




Quest for more standardized, unified ML principles

Machine Learning 3: 253-259, 1989
© 1989 Kluwer Academic Publishers — Manufactured in The Netherlands

EDITORIAL

Toward a Unified Science of Machine Learning

[P. Langley, 1989]

P Do desties achmn g edshv:
hox

RS | i
ALCORITHM

HOW THE QUEST FOR

. THE ULTIMATE
o LEARNING MACHINE WILL
ERE REMAKE OUR WORLD

PEBRO DOMINGOS

REVIEW C i d by Steven Nowlan

A Unifying Review of Linear Gaussian Models

Sam Roweis*
Computation and Neural Systems, California Institute of Technology, Pasadena, CA
91125, U.S.A.

Zoubin Ghahramani*
Department of Computer Science, University of Toronto, Toronto, Canada
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Physics in the 1800’s

e Electricity & magnetism:
o Coulomb’s law, Ampere, Faraday, ...

e Theory of light beams: 0o
o Particle theory: Isaac Newton, Laplace, Plank )
o Wave theory: Grimaldi, Chris Huygens, Thomas Young, Maxwell
MRARAS
A\VAVAVAVAVANS

e Law of gravity
o Aristotle, Galileo, Newton, ...
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“Standard equations” in Physics

Maxwell’s Eqns: Maxwell's Eqns Maxwell’s Eqns Standard Model Unification of
original form s:mp!/f/ed w/ further simplified  w/ Yang-Mills fundamental
— rotational w/ symmetry of theory and US(3) forces?
‘*z*i*f;" jadlenless symmetry special relativity symmetry
Ha Dz
-5 Bl V-D=p,
Diverse e & vk 1
dy ,dz) dF d¥ _ = — 2
electro- P:u{yz‘ﬂz]‘z'z ' V-B=0 € a'UFk)‘ 0 [rgf DY TI'(F )
. Qusfadt-y )0 By (LR e orce
magnetic (7| 02 95E " EE Y vap = B w2 g
theories . ot 0. F" = —j 4
& A _ym a4 C
dy dz pl=ptor
%’—%:47&' quq.,,j_f (4) Ampére-Maxwell Law
dp_da 4n' 4.&
P=-& Q=-& R=-¢ Ohm's Law
P=kf Q=kg R=kk ::;e[';f";;j';/‘:')"“’
£+Q+ﬁ+£=0 Continuity of charge
d dx dy dz

1861 1910s 1970s o
35



| A "standardized formalism” of ML
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min —H+D-—-E
q,0 / / S

7 / S
.4 v N\

Uncertainty Divergence Experience

e Panoramically learn from all types of experience
e Subsumes many existing algorithms as special cases

Will discuss in later in the class 36



Questions?




