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Logistics
● Class webpage: http://zhiting.ucsd.edu/teaching/dsc291spring2024
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Logistics

● Discussion forum: Piazza
● Homework & writeup submission: Gradescope
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Logistics: grading
● 2 Homework assignments (30% of grade)
● Paper presentation (20%)
● Course project (46%)
● Participation (4%)
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Logistics: grading
● 2 Homework assignments (30% of grade)
! Theory exercises, implementation exercises
! 3 total late days without penalty

● Paper presentation (20%)
● Course project (46%)
● Participation (4%)
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Logistics: grading
● 2 Homework assignments (30% of grade)
● Paper presentation (20%)
! Each individual student will give an oral presentation on a research paper
§ 10 mins = 8 mins presentation + 2 mins QA (tentative)

q Timing -- hard time constraint: if you run over the expected time limit (8min), there will be no 
QA session for your presentation, and thus no credits for the QA component

§ Critical thinking: discuss both strengths and limitations of the paper
§ Sign up in a google sheet (TBA)
§ Design quiz questions for audience

! Peer grading: other students will rate and give feedback (5% of grade)
! Starting later part of the quarter

● Course project (46%)
● Participation (4%)
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Logistics: grading
● 2 Homework assignments (30% of grade)
● Paper presentation (20%)
● Course project (46%)
! 3 or 4-member team to be formed and sign up in a google sheet (TBA)
! Designed to be as similar as possible to researching and writing a 

conference-style paper:
§ Due to tight timeline, fine to use synthetic/toy data for proof-of-concept 

experiments + explanation of theory/intuition of why your approach is likely to work
! Proposal : 2 pages excluding references (10%) -- due in 2 or 3 weeks (TBA)
§ Overview of project idea, literature review, potential datasets and evaluation, 

milestones
! Midway Report : 4-5 pages excluding references (20%)
! Presentation : oral presentation, 15-20mins (20%)
§ Peer grading (5%)

! Final Report : 6-8 pages excluding references (50%)
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Logistics: grading
● 2 Homework assignments (30% of grade)
● Paper presentation (20%)
● Course project (46%)
● Participation (4%)
! Submission of quiz answers and feedback on paper/project presentations
! Contribution to discussion on Piazza
! Completion of mid-quarter and final course evaluation
! Any constructive suggestions
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Have Large Language Models (LLMs) Solved ML/AI?

9

GPT-4

Sora



Have Large Language Models (LLMs) Solved ML/AI?
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A year ago AI doomsday imagined by 
ChatGPT + DALL-E3



LLMs are great… but fundamentally limited
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Limitations in LLMs
● Language reasoning (e.g., math, logics, common sense, …)
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Explain the process of 3452×253
GPT-4

3452
x  253
- - - - -
10356   (3452 x 3)
6904    (3452 x 5, shifted one position to the left)
+3452   (3452 x 2, shifted two positions to the left)
- - - - -
873256
So, 3452x253 = 873256.

(correct answer: 
873356)
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Limitations in LLMs
● Language reasoning (e.g., math, logics, common sense, …)
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Emily found a desk and place the cell phone 
on top of it. [Irrelevant Actions]  … putting the 
lime down next to the cell phone. [Irrelevant 
Actions] … She final finally put an apple on the 
desk. How many items are there on the desk?

There are two items 

GPT-4

Human: Internal world model
• Physical common sense
• Object permanence
• Spatial relation (e.g., support)
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(correct answer: three)

[Xiang et al., 2023. Language Models Meet World Models: Embodied Experiences Enhance Language Models]



Limitations in LLMs
● Building embodied agents requires embodied reasoning
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Limitations in LLMs
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How to move the blocks to the goal state?

GPT-4

Valmeekam et al. (2023); Hao et al. (2023)

LLMs: Autoregressive plan generation
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Human: strategic planning
• Internal world model to predict states
• Simulation of alternative plans
• Assess outcomes to refine/pick the best

Stack on blue

Pick up orange

……

Better than

Pick up blue

Stack on orange……



Limitations in LLMs
● Building socially intelligent systems requires social reasoning
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AI TeachersAI Coworkers

AI AssistantsAI Drivers

AI Companions
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Limitations in LLMs
● Social reasoning: 

understanding humans
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Explain why this is funny

… The final panel reveals the punchline: 
the robot has merely produced a pile of 
crumpled paper, just like the human did, 
suggesting that the robot also suffers 
from writer's block … highlighting a 
situation where the human and the AI 
are equally challenged

GPT-4V



Limitations in LLMs
● Social reasoning: understanding humans
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Does this person need help?
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Limitations in LLMs
● Social reasoning: understanding humans
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Does this person need help?

It looks like the person in the image is 
carrying a heavy load of boxes, which might 
suggest they are in the process of moving. 
While I can't determine the actual need for 
help without context or the ability to 
interact with the situation, …

GPT-4V

Social reasoning also requires a 
world model: Humans’ actions are 
constrained by physics
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Limitations in LLMs
● Social reasoning: understanding humans
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Is the person on the right helping?
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Limitations in LLMs
● Social reasoning: understanding humans

22

Is the person on the right helping?

The person on the right appears to be 
helping by holding the chair, probably to 
steady it or to move it into place. The way 
they are reaching out and positioning 
themselves suggests they are assisting the 
person who is reaching across the table.

GPT-4V

Understanding humans 
≠ understanding actions

Correct action: Holding the chair
Wrong intent: Helping
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Limitations in LLMs
● Social reasoning: Theory of Mind
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Reasoning about hidden mental variables 
that drive observable actions

Goal

Action

Belief

Goal: Sit down
Belief: The chair was not moved

False belief 
caused by the person on the right
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Limitations in LLMs
● Social reasoning: Theory of Mind
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LLMs still lack Theory of Mind
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Limitations in LLMs
● An example Theory of Mind test
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Scene: The microwave holds two cupcakes … The cabinet 
is filled with a bag of chips …
Actions: Jen heads towards the cabinet and is about to 
open it.

Question: If Jen has been trying to get a cupcake, which 
statements is more likely to be true?
(a) Jen thinks that there isn’t a cupcake inside the cabinet.
(b) Jen thinks that there is a cupcake inside the cabinet.

(a) … Since Jennifer is heading towards 
the cabinet which is said to contain a bag 
of chips, but no mention of cupcakes, it 
suggests that Jennifer does not think 
there is a cupcake inside that cabinet.

GPT-4V

Accuracy: 12%

Jin et al. (2023)

Human: model-based Theory of Mind
• Internal agent model
• Actions given a mental state
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Summary so far
● LLMs have limited language, embodied, and social reasoning abilities; 

not human-level yet

● Humans conduct model-based reasoning based on models of the 
world and agents 
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• Perceiving physical properties (e.g., materials, viscosity) 

World models in humans
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Stimuli from Vivian Paulun



• Predicting dynamics

World models in humans

28
Kubricht et al. (2017)



• Predicting dynamics

World models in humans
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Kubricht et al. (2017)



• Predicting dynamics

World models in humans
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Kubricht et al. (2017)



• Model-based control/planning

World models in humans
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Bates et al. (2015)



• Model-based control/planning

World models in humans
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Allen et al. (2020)

Human tool use
Unlike model-free RL, humans can learn to use tools through just a few trials



• Model-based control/planning

World models in humans

33

Allen et al. (2020)

Too use via model-based planning
Key is to use a world model to simulate the outcomes of possible plans



World models in robotics and embodied AI
● Model-based planning
● Model-based reinforcement learning
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LeCun (2022)



World models in robotics and embodied AI
● World model as state transition probabilities
● Causal relationship between action and state change
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P (s0|s, a)
current state

action
next state



Agent models
● An agent is more than just 

an object and actions 

36Heider & Simmel (1944)



Agent models
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(size / velocity / angle…)
A big triangle moves back and forth, while a 
small triangle and a small circle rotate 360°…

● An agent is more than just 
an object and actions 

Moral judgment
 good guy, bully

Goals
 helping, hurting, escaping

Relationships
 friends, enemies

Strengths
 strong, weak

Beliefs
 he is locked, i am safe



The minimum definition of an agent model
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Formulation
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World Model

Partially observable Markov decision process (POMDP)

World 
state

Agent 
state

Observation

Belief Goal

Planning

Action

Agent’s
mind

Belief 
update

State
Action

State transition probabilities
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T : S ⇥A ! P (s0|s, a)
Observation probabilities
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o ⇠ O(o|s)
Belief
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b(s)
Belief update
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b
0(s0) / O(o0|s0)P (s0|s, a)b(s)

Reward function
Discounted factor
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� 2 [0, 1]

Goal

Planning
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g 2 G
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R(s, a, g) = R(s, g)� C(a)
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max
a0,a1,···

E

" 1X

t=0

�tR(st, at, g)

#

Baker et al. (2017)



Level-0 agent models for embodied reasoning

40

Goal

Current state
• Simulate plans via world model

• Choose the best plan



Level-1 agent models for social reasoning
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An observer

Goal: Office or coffee shop?



Level-1 agent models for social reasoning

42



Level-1 agent models for social reasoning

43

Model-based Theory of Mind
<latexit sha1_base64="K5q6XrN1+kWWviYAKcG15qYygps=">AAACWnicdVHLSgMxFM2Mj2rroz52boJFaEHKjIi6FN24rGBboS0lk95qMJMZkztiGecn3Yjgrwim7QjW6oXAuefck8dJEEth0PPeHXdhcWm5sLJaLK2tb2yWt7ZbJko0hyaPZKRvA2ZACgVNFCjhNtbAwkBCO3i4HOvtJ9BGROoGRzH0QnanxFBwhpbqlx8b1S7CM6ahUIOMvtBpZ5AhZId5x/h42GQ12o11FGNEv13fyj/Gyaa1mSNq/XLFq3uTovPAz0GF5NXol1+7g4gnISjkkhnT8b0YeynTKLiErNhNDMSMP7A76FioWAiml06iyeiBZQZ0GGm7FNIJ+9ORstCYURjYyZDhvfmtjcm/tE6Cw7NeKlScICg+PWiYSGrDGedMB0IDRzmygHEt7F0pv2faBmZ/o2hD8H8/eR60jur+Sd27Pq6cX+RxrJA9sk+qxCen5JxckQZpEk7eyKez7BScD9d1V93SdNR1cs8OmSl39wubLbce</latexit>

P (mind|state, actions) / P (actions|state,mind)P (mind)

Level-0 agent model

An observer

Goal: Office or coffee shop?



Level-1 agent models for social reasoning

44

Model-based Theory of Mind

Human Behavior Prediction

Human-AI Interaction

<latexit sha1_base64="K5q6XrN1+kWWviYAKcG15qYygps=">AAACWnicdVHLSgMxFM2Mj2rroz52boJFaEHKjIi6FN24rGBboS0lk95qMJMZkztiGecn3Yjgrwim7QjW6oXAuefck8dJEEth0PPeHXdhcWm5sLJaLK2tb2yWt7ZbJko0hyaPZKRvA2ZACgVNFCjhNtbAwkBCO3i4HOvtJ9BGROoGRzH0QnanxFBwhpbqlx8b1S7CM6ahUIOMvtBpZ5AhZId5x/h42GQ12o11FGNEv13fyj/Gyaa1mSNq/XLFq3uTovPAz0GF5NXol1+7g4gnISjkkhnT8b0YeynTKLiErNhNDMSMP7A76FioWAiml06iyeiBZQZ0GGm7FNIJ+9ORstCYURjYyZDhvfmtjcm/tE6Cw7NeKlScICg+PWiYSGrDGedMB0IDRzmygHEt7F0pv2faBmZ/o2hD8H8/eR60jur+Sd27Pq6cX+RxrJA9sk+qxCen5JxckQZpEk7eyKez7BScD9d1V93SdNR1cs8OmSl39wubLbce</latexit>

P (mind|state, actions) / P (actions|state,mind)P (mind)

Level-0 agent model

<latexit sha1_base64="1T08WiutX1atNrGiTnMZ78/v9RM=">AAACHXicbZDLSgMxFIYzXmu9VV26CRZBQcqMFHVZdOOygr1AW0omPaPBTGZIzohlnBdx46u4caGICzfi25i2s1DrD4E/3zmH5Px+LIVB1/1yZmbn5hcWC0vF5ZXVtfXSxmbTRInm0OCRjHTbZwakUNBAgRLasQYW+hJa/s3ZqN66BW1EpC5xGEMvZFdKBIIztKhfqtb3ugh3mAYJJhoo4yNuMnpPJ9wgQ8gO8lso1CDb75fKbsUdi04bLzdlkqveL310BxFPQlDIJTOm47kx9lKmUXAJWbGbGIgZv2FX0LFWsRBMLx1vl9FdSwY0iLQ9CumY/pxIWWjMMPRtZ8jw2vytjeB/tU6CwUkvFSpOEBSfPBQkkmJER1HRgdDAUQ6tYVwL+1fKr5m2EdlAizYE7+/K06Z5WPGOKu5FtVw7zeMokG2yQ/aIR45JjZyTOmkQTh7IE3khr86j8+y8Oe+T1hknn9kiv+R8fgMKN6Mh</latexit>

P (future actions|state,mind)

<latexit sha1_base64="Djuz8WVxISVFnJILBLRDQRt35gs=">AAACRXicbVBNSwMxFMz6bf2qevQSLIKClF0R9Vj1ojcFq0K3lGz6aoNJdkneimXdP+fFuzf/gRcPinjVtN2DXwOBeTPzSDJRIoVF33/yRkbHxicmp6ZLM7Nz8wvlxaVzG6eGQ53HMjaXEbMghYY6CpRwmRhgKpJwEV0f9v2LGzBWxPoMewk0FbvSoiM4Qye1ymGYiPUQ4RYzxvtS3hpO+8c5vaNDbpEh5JvFpIRuf0v9J3dTxXS+0SpX/Ko/AP1LgoJUSIGTVvkxbMc8VaCRS2ZtI/ATbGbMoOAS8lKYWkgYv2ZX0HBUMwW2mQ1ayOmaU9q0Ext3NNKB+n0jY8ranopcUjHs2t9eX/zPa6TY2WtmQicpgubDizqppBjTfqW0LQxwlD1HGDfCvZXyLjOuT1d8yZUQ/P7yX3K+VQ12qv7pdqV2UNQxRVbIKlknAdklNXJETkidcHJPnskrefMevBfv3fsYRke8YmeZ/ID3+QUriLUK</latexit>

⇡(actionAI|state,mindAI,mindhuman)



Higher-order agent models for recursive social reasoning

45Gmytrasiewicz & Doshi (2005)

I-POMDP



Summary so far: world models and agent models
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Summary so far: world models and agent models
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What is Machine Learning?
● Computational methods that enable machines to learn concepts and 

improve performance from experience.

48



Experience of all kinds 

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes
49

Knowledge graphs



Experience of all kinds 

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes
50

Knowledge graphs



Experience of all kinds 

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes
51

Knowledge graphs



Experience: (massive) data examples

52

Image classification Machine translation

Language modeling
(BERT, GPT-2, GPT-3, …)

45TB of text data: CommonCrawl, WebText, 
Wikipedia, corpus of books, …



Experience: (massive) data examples

53[The Economist]



Problems with few data (labels)
● Privacy, security issues

54

``The heart size and mediastinal contours appear within 
normal limits. There is blunting of the right lateral 
costophrenic sulcus which could be secondary to a small 
effusion versus scarring …’’

Abnormal findingsNormal findings

Assistive diagnosis



Problems with few data (labels)
● Expensive to collect/annotate

55

Controlling sentiment

The film is full of imagination!

The film is strictly routine!

Pos

Neg

LeBron James contributed 26 points, 8 
rebounds, 7 assists.

Controlling writing style

LeBron James rounded out the box score 
with an all around impressive performance, 
scoring 26 points, grabbing 8 rebounds 
and dishing out 7 assists.

Plain

Elaborate

Controllable content generation

Applications: personalized chatbot, live sports commentary production 



Problems with few data (labels)
● Expensive to collect/annotate

56

Controllable content generation

Source image Generated images under different poses

Applications: virtual clothing try-on system 



Problems with few data (labels)
● Expensive to collect/annotate

57

Robotic control



Problems with few data (labels)
● Difficult / expertise-demanding to annotate

58

Adversarial attack

Applications: test model robustness

premises hypothesis (attack)

The Old One always comforted Ca'daan, except today.

Entailment classifier

Your gift is appreciated by each and every student …

At the other end of Pennsylvania Avenue, people …

“entailment” “neutral” “contradiction”

The person saint-pierre-et-saint-paul is ..



Problems with few data (labels)
● Difficult / expertise-demanding to annotate

59

Prompt generation: automatically generating prompts to steer pretrained LMs

Pretrained LM 
(e.g., GPT3)

Generate a story about cat: once upon a time, …
prompt input continuation



Problems with few data (labels)
● Specific domain

60

Low-resource languages

~7K languages in the world



Problems with few data (labels)
● Specific domain
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Low-resource languages

[Figure courtesy: Dan Roth, CIS620]



Problems with few data (labels)
● Specific domain
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Low-resource languages

[Figure courtesy: Dan Roth, CIS620]



Problems with few data (labels)
● Specific domain
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Low-resource languages

[Figure courtesy: Dan Roth, CIS620]



Problems with few data (labels)
● Specific domain

64

Question answering QA based on car manual?



Problems with few data (labels)
● Privacy, security issues
● Expensive to collect/annotate
● Difficult / expertise-demanding to annotate
● Specific domain

65



Machine learning solutions given few data (labels)
● How can we make more efficient use of data?
! Clean but small-size
! Noisy
! Out-of-domain

● Can we incorporate other types of experience in learning?

66

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes

Knowledge graphs



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

67

Optimization 
solver

Loss Model 
architecture

min!	ℒ 𝜃, ℰ

Experience



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

68

This course does not discuss model architecture 

Optimization 
solver

Loss Model 
architecture

min!	ℒ 𝜃, ℰ

Experience



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

69

Model of certain architecture whose parameters are 
the subject to be learned, 𝑝! 𝒙, 𝒚 	or 𝑝!(𝒚|𝒙)
! Neural networks
! Graphical models
! Compositional architectures

This course does not discuss model architecture 



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture
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Model of certain architecture whose parameters are 
the subject to be learned, 𝑝! 𝒙, 𝒚 	or 𝑝!(𝒚|𝒙)
! Neural networks
! Graphical models
! Compositional architectures

Convolutional networks Transformers

This course does not discuss model architecture 



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

71

This course does not discuss model architecture 
Model of certain architecture whose parameters are 
the subject to be learned, 𝑝! 𝒙, 𝒚 	or 𝑝!(𝒚|𝒙)
! Neural networks
! Graphical models
! Compositional architectures



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

72

Assuming you know basic procedures:
! (Stochastic) gradient descent
! Backpropagation
! Lagrange multiplier
! …

This course discusses a little about optimization

Optimization 
solver

Loss Model 
architecture

min!	ℒ 𝜃, ℰ

Experience



Components of a ML solution (roughly)
● Loss
● Experience
● Optimization solver
● Model architecture

73

Core of most learning algorithms 

This course discusses a lot of loss & experience

Optimization 
solver

Loss Model 
architecture

min!	ℒ 𝜃, ℰ

Experience



Machine learning solutions given few data (labels)
● (1) How can we make more efficient use of data?
! Clean but small-size, Noisy, Out-of-domain

● (2) Can we incorporate other types of experience in learning?

74

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes

Knowledge graphs



Machine learning solutions given few data (labels)
● (1) How can we make more efficient use of data?
! Clean but small-size, Noisy, Out-of-domain, …

● Algorithms

! Supervised learning: MLE, maximum entropy principle

! Unsupervised learning: EM, variational inference, VAEs

! Self-supervised learning: successful instances, e.g., BERT, GPT-3, contrastive 

learning, applications to downstream tasks 

! Distant/weakly supervised learning: successful instances

! Data manipulation: augmentation, re-weighting, curriculum learning, …

! Meta-learning

75
Mostly first half of the course



Machine learning solutions given few data (labels)
● (2) Can we incorporate other types of experience in learning?

! Learning from auxiliary models, e.g., adversarial models: 
§ Generative adversarial learning (GANs and variants), co-training, …

! Learning from structured knowledge
§ Posterior regularization, constraint-driven learning, …

! Learning from rewards
§ Reinforcement learning: model-free vs model-based, policy-based vs 

value-based, on-policy vs off-policy, extrinsic reward vs intrinsic reward, 
…

! Learning in dynamic environment (not covered)
§ Online learning, lifelong/continual learning, …

76

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes

Knowledge graphs

Second half of the course



Algorithm marketplace

actor-critic
imitation learning softmax policy gradient

policy optimization

posterior regularization
constraint-driven learning

regularized Bayes 

GANs

active learning

intrinsic reward

inverse RL

knowledge distillation

energy-based GANs 

maximum likelihood estimation

prediction minimization generalized expectation

learning from measurements 

adversarial domain adaptation

reinforcement learning as inference

data augmentation

data re-weighting

label smoothing

weak/distant supervision

reward-augmented maximum likelihood

Designs driven by: experience, task, loss function, training procedure …
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Where we are now? Where we want to be?
● Alchemy vs chemistry

≈

≠

≠≠

78

actor-critic
imitation learning softmax policy gradient

policy optimization

posterior regularization
constraint-driven learning

regularized Bayes 

GANs

active learning

intrinsic reward

inverse RL

knowledge distillation

energy-based GANs 

maximum likelihood estimation

prediction minimization generalized expectation

learning from measurements 

adversarial domain adaptation

reinforcement learning as inference

data augmentation

data re-weighting

label smoothing

weak/distant supervision

reward-augmented maximum likelihood



Quest for more standardized, unified ML principles

79

[P. Langley, 1989]



Physics in the 1800’s

● Electricity & magnetism: 
! Coulomb’s law, Ampère, Faraday, ...

● Theory of light beams:
! Particle theory: Isaac Newton, Laplace, Plank
! Wave theory: Grimaldi, Chris Huygens, Thomas Young, Maxwell

● Law of gravity
! Aristotle, Galileo, Newton, …
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“Standard equations” in Physics

Diverse 
electro-
magnetic 
theories ∂vF

uV
=

4π

c
ju

ε
uvkλ

∂vFkλ = 0

Maxwell’s Eqns: 
original form

Maxwell’s Eqns 
simplified w/ 
rotational 
symmetry

Maxwell’s Eqns 
further simplified 
w/ symmetry of 
special relativity

Standard Model 
w/ Yang-Mills 
theory and US(3) 
symmetry

1861 1910s 1970s

Unification of 
fundamental 
forces? 
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A “standardized formalism” of ML

● Panoramically learn from all types of experience
● Subsumes many existing algorithms as special cases
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𝒎𝒊𝒏
𝒒, 𝜽

	 − ℍ + 𝔻− 𝔼

ExperienceDivergenceUncertainty

Data examples Rewards Auxiliary agentsConstraints

Type-2 diabetes 

is 90% more 

common than 

type-1 

…

Adversaries Imitation 

Will discuss in later in the class



Questions?


