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Outline

e Self supervised learning
e Contrastive learning (a special self-supervised learning)



Self-Supervised Learning

e Given an observed data instance t

e One could derive various supervision signals based on the structure of the
data

e By applying a “split” function that artificially partition t into two parts
o (x,y) = split(t)
o sometimes split in a stochastic way

e Treat x as the input and y as the output
e Train a model pg(y|x)



Self-Supervised Learning: Examples

» Predict any part of the input from any
other part.

» Predict the future from the past.

» Predict the future from the recent past.

» Predict the past from the present.

» Predict the top from the bottom.

«— Past Future —
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[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Examples

» Predict any part of the input from any
other part.

» Predict the future from the past.

» Predict the future from the recent past.

» Predict the past from the present.

_)
» Predict the top from the bottom. ?
Predict the occluded from the visible A
Pretend there is a part of the input you «— Past Present Future —
don’t know and predict that.

vy

[Courtesy: Lecun “Self-supervised Learning”]



Self-Supervised Learning: Motivation ()

» Our brains do this all the time

Filling in the visual field at the retinal blind spot
Filling in occluded images, missing segments in speech

Predicting the state of the world from partial (textual)
descriptions

Predicting the consequences of our actions
Predicting the sequence of actions leading to a result

VvVy VVY

v

Predicting any part of the past, present or future
percepts from whatever information is available.

[Courtesy: Lecun “Self-supervised Learning’] 6



Self-Supervised Learning: Motivation ()

e Successfully learning to predict everything from everything else would
result in the accumulation of lots of background knowledge about how

the world works

e The model is forced to learn what we really care about, e.g. a semantic
representation, in order to solve the prediction problem

[Courtesy: Lecun “Self-supervised Learning’]
[Courtesy: Zisserman “Self-supervised Learning’] 7



Self-Supervised Learning: Motivation (ll)

e The machine predicts any part of its input from any observed part
o A lot of supervision signals in each data instance

e Untapped/availability of vast numbers of unlabeled text/images/videos..
o Facebook: one billion images uploaded per day
o 300 hours of video are uploaded to YouTube every minute

[Courtesy: Zisserman “Self-supervised Learning’] 8



Self-Supervised Learning from Text

Examples:
e Language models
e Learning text representations
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Language Models: Training

e Given data example y*

e Minimizes negative log-likelihood of the data
T

ming Lyg = —logpe(y) == | |  Po(ye [ Yie-1)

o Next word prediction



Self-Supervised Learning from Text

Examples:
e Language models
e Learning text representations
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Word Embedding

e A pre-trained matrix,
each row is an
embedding vector of a
word

[Courtesy: Vaswani, et al., 2017]
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Word Embedding
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bar in Greenwich Village, fought against police who raided the aa rd va rk _
bar. Rodwell received several telephone calls threatening him and
the other New York participants, but he was zble to arrange for ’m 0-1 m ‘0.089720 1 .52m

police protection for the chartered bus all the way to Philadelphia. a p pl e _

About 45 people participated, including the deputy mayor of
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members of the press. °
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among the younger and more radical participants, that the time for
silent picketing had passed. Dissent and dissatisfaction had begun to
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Word2vec: Skip-Gram Model
e (Mikolov et al., 2013a,b)

1
p(C=c| X =v)= Z—exchTVU

v

» Two different vectors for each element of V: one when it is
“v" (v) and one when it is “c¢" (c).
» This should remind you of a neural network; SGD on the

likelihood function is the conventional approach to estimating
the vectors.

» Normalization term Z,, is expensive, so approximations are
required for efficiency.

» Can expand this to be over the whole sentence or document,
or otherwise choose which words “count” as context.
[Courtesy: UW CSE 447 by Noah Smith]
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Word2vec: Skip-Gram Model

The error back propagates

“the dog barks” 088 1
0.06 0
0.11 0
| 0.34 0 the
0.02 0
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0 \
1
0
dog |0 W, ., 0.01 0
0 0.01 0
8 0.98 1
. / 0.11 0
- . barks
0.01 0
0.13 0
Predicted vectors Actual vectors

[Figure courtesy: Maryam Fallah] of the context words  of context words 24



Word Embedding Evaluation

Several popular methods for intrinsic evaluations:

» Do (cosine) similarities of pairs of words’ vectors correlate
with judgments of similarity by humans?

» TOEFL-like synonym tests, e.g., rug RN {sofa, ottoman,
carpet, hallway}

» Syntactic analogies, e.g., “walking is to walked as eating is to
what?” Solved via:

meaﬁ( COS (Vm — Vwalking T Vwalked T Veating)
v

[Courtesy: UW CSE 447 by Noah Smith] 25



Word Embedding Evaluation

Extrinsic evaluation:

1. Use large unannotated corpus to get your word vectors
(sometimes called pretraining).

2. Use them in a text classifier (or some other NLP system).
Two options:
» Plug in word vectors as “frozen” features, and estimate the

other parameters of your model.

» Treat them as parameters of the text classifier; pretraining
gives initial values, but they get updated, or “finetuned”
during supervised learning.

3. Does that system’s performance improve?

[Courtesy: UW CSE 447 by Noah Smith] 26



Word Embedding

e Problem: word embeddings are applied in a context free manner
open a bank account on the river bank

(\ /
(0.3, 0.2, =-0.8, ..]

Courtesy: Devlin 2019



Word Embedding

e Problem: word embeddings are applied in a context free manner
open a bank account on the river bank

(\ /
(0.3, 0.2, =-0.8, ..]

e Solution: Train contextual representations on text corpus

(0.9, -0.2, 1.6, ..] [-1.9, -0.4, 0.1, ..]
open a bank account on the river bank

Courtesy: Devlin 2019



Contextual Representations

o ELMo: Deep Contextual Word Embeddings, Al2 & University of
Washington, 2017

Train Separate Left-to-Right and Apply as “Pre-trained
Right-to-Left LMs Embeddings”
open @ bank <82 open = Existing Model Architecture
! ! ! I I f
LSTM | LSTM [ LSTM LSTM |+ LSTM |« LSTM i i !
! ! f f I f
<s> open a open a bank

open a bank

Courtesy: Devlin 2019



Contextual Representations

o Improving Language Understanding by Generative Pre-Training,

OpenAl, 2018
Train Deep (12-layer) Fine-tune on
Transformer LM Classification Task
open a bank POSITIVE
T T T Transf — — T I
Transformer |—» Transformer [—| Transformer —_— ranstormer Vst ransiormer
f i 1 ! f f
<s> open a
<s> open a

Courtesy: Devlin 2019



Problem with Previous Methods

e Problem: Language models only use left context or right context, but
language understanding is bidirectional.

courtesy: Devlin 2019



BERT

e BERT: A bidirectional model to extract contextual word embedding

Tl e




BERT: Pre-training Procedure

e Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)



BERT: Pre-training Procedure

e Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)

e Training procedure
o masked language model (masked LM)

= Masks some percent of words from the input and has to reconstruct those words
from context



BERT: Pre-training Procedure

e Masked LM

Use the output of the

masked word’s position
to predict the masked word

Randomly mask
15% of tokens

Input

Possible classes:
All English words

0.1% | Aardvark

0% | Zyzzyva

f

10% Improvisation

FFNN + Softmax

2 3 4 T

512T

-

BERT

-
SRR

[CLS] Let's

stick

to  [MASK] in

skit

rt+r+1 1111

[CLS] Let’s

stick

to improvisation in

this

skit
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BERT: Pre-training Procedure

e Masked LM
e 15% masking:

o Too little masking: Too expensive to train (few supervision signals per example)
o Too much masking: Not enough context

e Problem: Mask token never seen at fine-tuning

e Solution: don't replace with [MASK] 100% of the time. Instead:
e 80% of the time, replace with [MASK]

o went to the store - went to the [MASK]
e 10% of the time, replace random word

o went to the store - went to the running

e 10% of the time, keep same

0 went to the store - went to the store



BERT: Pre-training Procedure

e Dataset:
o Wikipedia (2.5B words) + a collection of free ebooks (800M words)

e Training procedure
o masked language model (masked LM)

= Masks some percent of words from the input and has to reconstruct those words
from context

o Two-sentence task

= To understand relationships between sentences

= Concatenate two sentences A and B and predict whether B actually comes after A
in the original text



BERT: Pre-training Procedure

e WO sentence
task

Predict likelihood
that sentence B
belongs after

1%  IsNext

99% NotNext

sentence A
FFNN + Softmax
Tokenized
Input cLs]  the man [MASK]
Input

[CLS] the man [MASK] to the store
L ]

Sentence A

BERT

store [SEP]

penguin [MASK] are flightless

birds

Sentence B



BERT: Downstream Fine-tuning

e Use BERT for sentence classification

86% Spam

15%  Not Spam

[ Classifier ]

B 1

BERT

1 2 3 4 oo 512
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BERT: Downstream Fine-tuning
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(b) Single Sentence Classification Tasks:
SST-2, ColA

00—
CO®)- G- G

o C—C—C—C—

ER OEH- 6
m— .

Question Paragraph

(c) Question Answering Tasks:
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BERT Results

* Huge improvements over SOTA on 12 NLP task

System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k 2.5k -
Pre-OpenAl SOTA 80.6/80.1 66.1 823 932 350 810 860 61.7| 74.0
BiLSTM+ELMo+Attn 76.4/76.1 648 799 904 360 733 849 568| 71.0
OpenAl GPT 82.1/81.4 70.3 88.1 913 454 80.0 823 56.0| 752
BERTgASE 84.6/83.4 71.2 90.1 935 521 858 889 664 79.6
BERT/ ARGE 86.7/85.9 721 911 949 605 865 893 70.1| 819

Table 1: GLUE Test results, scored by the GLUE evaluation server. The number below each task denotes the
number of training examples. The “Average” column is slightly different than the official GLUE score, since
we exclude the problematic WNLI set. OpenAl GPT = (L=12, H=768, A=12); BERTgasg = (L=12, H=768,
A=12); BERT arge = (L=24, H=1024, A=16). BERT and OpenAl GPT are single-model, single task. All
results obtained from https://gluebenchmark.com/leaderboard and https://blog.openai.

com/language—-unsupervised/.
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Analysis

e BERT Rediscovers the Classical
NLP Pipeline. Tenney et al., 2019

SPR Coref. SRL Entities Deps. Consts. POS

Relations

K(A) = 1.60 K(s) = 0.19

———TTTe=—
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S I_]ﬁ— =
| K(A) =1.15 K(s) =0.87
=g fej=-
et o e | o o
i K(A) = 1.61 K(s) =0.06

5 | S N

- |

K(A) = 1.31 K(s) = 0.46
e ———
I IRERERENS
K(A) = 0.60 K(s) = 0.50
—----..Il.---—
e i Y = I
K(A) = 0.33 K(s) = 0.01

e B e e i e [ e

|
K(A) = 0.50 K(s) = 0.01

0O 2 4 6 & 10 12 14 16 18 20 292 24
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Self-supervised learning for other modalities: quick overview

e SSL onimages
e SSL on videos

43



SSL from Images, EX (l): relative positioning

Train network to predict relative position of two regions in the same image

. < 8 possible locations
Classifier
CNN| [CNN . 63
¢ ¢ Randomly Sample Patch

Sample Second Patch

Unsupervised visual representation learning by context prediction,
Carl Doersch, Abhinav Gupta, Alexei A. Efros, ICCV 2015

[Courtesy: Zisserman “Self-supervised Learning’] 44



SSL from Images, EX (l): relative positioning

D

2
T A,
YaNan ks

Unsupervised visual representation learning by context prediction,

_ . _ o Carl Doersch, Abhinav Gupta, Alexei A. Efros, ICCV 2015
[Courtesy: Zisserman “Self-supervised Learning’] 45



SSL from Images, EX (l): relative positioning
Evaluation: PASCAL VOC Detection

» 20 object classes (car, bicycle, person, horse ...)

* Predict the bounding boxes of all objects of a given class in an image (if any)

Horse

[Courtesy: Zisserman “Self-supervised Learning”] 46



SSL from Images, EX (l): relative positioning
Evaluation: PASCAL VOC Detection

 Pre-train CNN using self-supervision (no labels)

 Train CNN for detection in R-CNN object category detection pipeline

warped region pr aeroplane? no.

person? yes.

tvmoni.tor? no.
1. Input 2. Extract region 3. Compute 4. Classify
image proposals (~2k) CNN features regions

!

Pre-train on relative-position task, w/o labels

[Girshick et al. 20141
[Courtesy: Zisserman “Self-supervised Learning’] 47



SSL from Images, EX (l): relative positioning
Evaluation: PASCAL VOC Detection

_ 56.8%
@)
3 51.1%
£ 45.6%
o
g
=
ImageNet Labels Relative No Pretraining
positioning

[Courtesy: Zisserman “Self-supervised Learning’]
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SSL from Images, EX (ll): colorization

Train network to predict pixel colour from a monochrome input

Grayscale image: L channel Concatenate (L,ab)

X € RHXWXl (X,?)

“Free”
L L F—4 i ab <«—— | supervisory
signal

[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016




SSL from Images, EX (ll): colorization
Train network to predict pixel colour from a monochrome input

[Courtesy: Zisserman “Self-supervised Learning”] Colorful Image Colorization, Zhang et al., ECCV 2016



SSL from Images, EX (lll): exemplar networks

e Exemplar Networks (Dosovitskiy et al., 2014)

e Perturb/distort image patches, e.g. by cropping and affine transformations
e Train to classity these exemplars as same class

[Courtesy: Zisserman “Self-supervised Learning’] 51



Time

SSL from Videos

Three example tasks:

e Video sequence order
o Sequential Verification: Is this a valid sequence?

“Sequence” of data

[Courtesy: Zisserman “Self-supervised Learning’] Wei et al., 2018 Arrow of Time 52



SSL from Videos

Three example tasks:

e Video sequence order
o Sequential Verification: Is this a valid sequence?

e Video direction
o Predict if video playing forwards or backwards

[Courtesy: Zisserman “Self-supervised Learning”] Wei et al., 2018 Arrow of Time 53



SSL from Videos

Three example tasks:
e Video sequence order

o Sequential Verification: Is this a valid sequence?
e Video direction

o Predict if video playing forwards or backwards

e Video tracking

o @Given a color video, colorize all frames of a gray scale version using a reference
frame

[Courtesy: Zisserman “Self—supsed Learning”] - | Vondrit et al., 2018



Key Takeaways

e Self supervision learning
o Predicting any part of the observations given any available information
o The prediction task forces models to learn semantic representations
o Massive/unlimited data supervisions

e SSL for text:
o Language models: next word prediction
o Word embedding: skip-gram
o BERT text representations: masked language model (MLM)

e SSL for images/videos:
o Various ways of defining the prediction task
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Contrastive Learning



Contrastive learning

o Take a data example x, sample a “positive” sample x,,5 and “negative”
samples x4 in some way

e Then try fit a scoring model such that

score (x xpos) > score(X, Xpeg)

Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Advances in Self-Supervised Learning 57



Contrastive learning

o Take a data example x, sample a “positive” sample x,,5 and “negative”
samples x4 in some way

"positive” sample: “negative” sample:
o Data of the same labels o Randomly sampled data
o Data of the same pseudo-labels o Hard negative sample mining
o Augmented/distorted version of x
o Data that captures the same target

from different views

58




Contrastive learning

o Take a data example x, sample a “positive” sample x,,5 and “negative”
samples x4 in some way

e Then try fit a scoring model such that

score (x xpos) > score(X, Xpeg)

Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Advances in Self-Supervised Learning 59



Contrastive learning: Ex 1

Learning a similarity metric discriminatively

Sample a pair of images and compute their distance:

D, == H.I‘..I‘,H2

If positive sample: ‘V:‘j' E
: #1

L,‘ = D;'

If negative sample:

L; = max (0, € — D,-_))2

X  neg

[Chopra et al., 2005; Hadsell et al., 2006]
Credit: [CVPR 2021 Tutorial] Leave Those Nets Alone: Advances in Self-Supervised Learning 60



Common contrastive learning functions

e Contrastive loss (Chopra et al. 2005)

e Tripletloss (Schroff et al. 2015; FaceNet)

e Lifted structured loss (Song et al. 2015)

e Multi-class n-pair loss (Sohn 2016)

e Noise contrastive estimation (“NCE"; Gutmann & Hyvarinen 2010)

e InfoNCE (van den Oord, et al. 2018)

e Soft-nearest neighbors loss (Salakhutdinov & Hinton 2007,
Frosst et al. 2019)

[Courtesy: Weng & Kim, NeurlPS 2021 tutorial]
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Contrastive learning: Ex 2

e SIMCSE (“Simple Contrastive learning of Sentence Embeddings”; Gao et al. 2021)
o Predict a sentence from itself with only dropout noise

o One sentence gets two different versions of dropout augmentations

(a) Unsupervised SimCSE (b) Supervised SimCSE

Different hidden dropout masks
in two forward passes

P (G P T
Two dogs are running. ~QOox—> Two dogs ~QOr—0Q O There are animals outdoors.
N
\ . =entai X
l\ \ are running. \\\\\\\ label=entailment
’ e, \ —
A man surfing on the sea. | E (=22 I' ”‘\\\ QO)- "-| The pets are sitting on a couch. |
/ |‘ \\\ label =contradiction
\
.3 (EEN Ee |V vaaE
A kid is on a skateboard. **m:;:,'( ' =2 ', Tt A s '
— E ‘ \ \ E lilbt‘l
R G e Dt e e ‘ ‘ \‘/: -
E [ _‘__\» <+
; @ Encoder i\ label
: e % 1\
. — DPositive instance . — BTSN (BYE) S5
) ) : \ label
i —= Negative instance : .
R S : @
-

~— label

Figure 1: (a) Unsupervised SimCSE predicts the input sentence itself from in-batch negatives, with different hidden
dropout masks applied. (b) Supervised SImCSE leverages the NLI datasets and takes the entailment (premise-
hypothesis) pairs as positives, and contradiction pairs as well as other in-batch instances as negatives.



Contrastive learning: Ex 3 - InfoNCE
e The CPC model

o ;1 context representation from history
O Xeyx (O zpyp): future target

Predictions
\\ ’\'\ \.\. \\
Rt+1 Rt+2 Rt+3 Rt+4
genc genc genc genc
| X3 | Tg—2 | Ti-1 Tt Tt+1 Tt+2 Tt+3 Tt+4

WWMWMWMW‘WWMWWMNW
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InNfoONCE loss

e Define scoring function f;, > 0
e The InfoNCE loss:

o @Given X = { one positive sample from p(x;4k| ct), N — 1 negative samples

from the negative sampling distribution p(x¢4) }

Lx = —E |log fe(Titk,Ct)

X Za:jeX fk(xﬁct)_

e InfoNCE is interesting because it's effectively maximizing the mutual
information between ¢; and x;,

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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Mutual Information (Ml)

e How much is our uncertainty about x reduced by knowing ¢ ?

I(z;¢) = ) _p(x,c)log pz()(w’ 2) = > p(z,c)log Pizic)

z)p p()
=H(x)+ H(c) — H(x,c)
= H(x) — H(x|c)

= KL(p(x,¢c) || p(x)p(c))

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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Minimizing InfoNCE <=> Maximzing Ml

e InfoNCE loss
Lx=—E |log Ef"’(x”k’cf)
z;€X fk(.’L'J,Ct)
e The loss is optimized when p(Tiik|ce)

fk(mt—l—ka ct) X p(mt—I-k)

o Proof:
p(zilet) 11 p(1)

p(sample i is positive|X,c;) = —x
ijl p(z;lct) Hl;éj p(z1)

P(wz'|Ct)
— P(ﬂ%)
ZN p(zjlct) -

J=1 p(z;)

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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e How does this loss maximize the mutual information?

fe(Tiqk,cCt)
ij eX fk (x.77 Ct)

£N= —]% 10g

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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e How does this loss maximize the mutual information?

Use proportionality
condition

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]
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[van den Oord et al.,

How does this loss maximize the mutual information?

Lx = —E |log fe(Tevk,ct)
X ijeX fk(mﬁct)
p(-'IEt-}—le)t)
opt _ P(Tt+k
L' =—Blog | s > p(e;lce)
p(Tt4r) Z;€Xneg p(x;)

P(Tttk) Z pxglct

=Elog |1+
X p(Tiyrlce)

€ Xneg

“Representation Learning with Contrastive Predictive Coding”]

Take -ve inside log
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¢ How does this loss maximize the mutual information?

_ fr(@ ey, ct)
= % llog ijeX fk(xj’ct)]

P(ﬂztiklc)t)

opt _ P\Tt+k

Ly = %IOg P(Tiyrlct) Z p(zjlct)
p(Tt4k) ;€ Xneg p(z;)

. P(Ti1k) p(zjlct)
=Elog |1+ >

P(Tt+klce) 2, € Xneg p(z;)

R~ %10g

This approximation becomes more
accurate as N increases, so it is
preferable to use large negative

samples

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



[van den Oord et al.,

¢ How does this loss maximize the mutual information?

L opt

Ly =

—§log

= gl*%log

—E
X

log

fe(Tiir,ct)
ij eX fk(x]? Ct)

p(Tiqk|ct)
P($t+k)

1+

1+

1+

p(zjlct)

(wt+k|ct) Z
P(Ti4k) ;€ Xneg p(T5)

SBH_k Z p $]|Ct)
$t+k|Ct ;€ Xneg
P(Tt+k) (N — ‘ | =1
P(Zi1k|ct) \
P(Zt+k) N — 1)] R
p($t+k|ct)

“Representation Learning with Contrastive Predictive Coding”]
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¢ How does this loss maximize the mutual information?

xZr C
Ln = —E |log fe(@tk, ct)
X ijEX fk(xj7 ct)
p(azt+k|c)t)
opt _ P(Te4k
E @10g p($t+klct) E p(m.|ct)

p(mt—*—k) mjeXneg p(iE:))
— Elog |1+ P{&t+h) y 2 %Ict

X P(Tirk|ct) Moo

~Elog |1+ UGS N—1)Ep(”"j|ct)]

p(Ti1klct) T j P(xj )

[ P($t+k) ]
=Elog |1+ N —1
X & p(xisk|ct) ( )

> Elog p(Titk) N]
X | P(T4kct)

= —I(zt+k, ct) + log(NV),
[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]



e How does this loss maximize the mutual information?

fe(Tiir,ct)
Za}j eX fk(x.ﬁ Ct)

Ly=—F

E log

I(xt-f-k) Ct) > log(N) — ‘CN'

[van den Oord et al., “Representation Learning with Contrastive Predictive Coding”]

73



Key Takeaways: Contrastive learning

e Contrastive learning is a way of doing self-supervised learning
e Positive samples, negative samples
e Mutual information

p(z|c)

P(Z:¢) _ z,c)lo
; —;p( ©)log =

I(z;c) = > p(x,c)log -

=H(x)+ H(c) — H(x,c)
= H(x) + H(x|c)

= KL(p(x,c) || p(x)p(c))

o InfoNCE <& M|
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