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Outline
● Controllable text generation (cont’d)
● GANs for text

● 3 Paper presentations (15 x 3 mins)

Cao: ELECTRA: Pre-training Text Encoders as Discriminators Rather Than 
Generators
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● Generating human-like, grammatical, and readable text
! Exposure bias, criteria mismatch: reinforcement learning (next lecture)

● Generating text that contains desired information inferred from 
inputs

! Machine translation
§ Source sentence --> target sentence w/ the same meaning

! Data description
§ Table --> data report describing the table

! Attribute control
§ Sentiment: positive --> ``I like this restaurant’’
§ Modify sentiment from positive to negative

! Conversation control
§ Control conversation strategy and topic

Two Central Goals

#supervision data

10s of millions

10s of 1000s

10s of 1000s
0
0

Controlled generation in unsupervised settings



Unsupervised Controlled Generation of Text
● Sentence-level control

! Text attribute transfer (style transfer)

! Text content manipulation

● Conversation-level control

! Target-guided open-domain conversation



Recap: Text Attribute Transfer

● Modify a given sentence to 
! Have desired attribute values
! While keeping all other aspects unchanged

● Attribute: sentiment, tense, voice, gender, …

● E.g., transfer sentiment from negative to positive:
! ``It was super dry and had a weird taste to the entire slice .’’
! ``It was super fresh and had a delicious taste to the entire slice .’’

● Applications:
! Personalized article writing, emotional conversation systems, …

[Hu et al., 17] Toward Controlled Generation of Text



Recap: Text Attribute Transfer: Solution

● Task: 𝒙, 𝒂𝒚 → 𝒚
! 𝒚 has the desired attribute 𝒂!
! 𝒚 keeps all attribute-independent properties of 𝒙

● Model 𝑝"(𝒚|𝒙, 𝒂𝒚)
● Key intuition for learning:
! Decompose the task into competitive sub-objectives
! Use direct supervision for each of the sub-objectives

● Auto-encoding loss: 𝒙, 𝒂𝒙 → 𝒙
● Classification loss: *𝑦 ∼ 𝑝" 𝒚 𝒙, 𝒂$ , 𝑓(.𝒚) → 𝒂$
! where 𝑓 is a pre-trained attribute classifier

● The above two losses are competitive; minimize jointly to avoid collapse

𝑧 𝑎! Decoder 𝑦Encoder𝑥
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● Sentence-level control

! Text attribute transfer (style transfer)

! Text content manipulation

● Conversation-level control

! Target-guided open-domain conversation

Key idea:
• Decompose the task into competitive sub-objectives
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Text Content Manipulation
● Generate a sentence to describe content in a given data record
● We want to control the writing style: use the writing style of a reference 

sentence

[Lin et al., 20] Data-to-Text Generation with Style Imitation
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Method

[Lin et al., 20] Data-to-Text Generation with Style Imitation
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● Task-oriented dialog:
! Address a specific task, e.g., booking a flight
! Close domain

● Open-domain chit-chat:
! Improve user engagement
! Random conversation, hard to control

● Target-guided conversation: 
! Open-domain conversation
! Controlled conversation strategy to reach a desired topic in the end of conversation
! Applications:
§ Bridges task-oriented dialog and open-domain chit-chat
§ Conversational recommender system, education, psychotherapy

Target-guided Open-domain Conversation



Target-guided Open-domain Conversation
● Two goals:
! Starting from any topic, reach a desired 

topic in the end of conversation
! Natural conversation: smooth transition



Target-guided Open-domain Conversation
● Two goals:
! Starting from any topic, reach a desired 

topic in the end of conversation
! Natural conversation: smooth transition

Challenge: No supervised data for the task

Solution: Use competitive sub-objectives and 

partial supervision

• Natural conversation: rich chit-chat data to 

learn smooth single-turn transition

• Reaching desired target: rule-based multi-

turn planning
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Human: i am writing a 
chatbot program 

Keywords:

Utterance:
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read about coding 
from a book
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n/a e-books

Agent: i prefer e-
books over 
paperback book
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Method

● keyword extraction
● keyword conditional response retrieval
● learned kernel-based topic transition + target-guided rule:
! (1) transit to keywords that are close in the word embedding space – smooth
! (2) next keywords must get closer to the target keyword – target-guided
! Tune relative weight of (1) and (2) to control aggressiveness

Human: i am writing a 
chatbot program 

Keywords:

Utterance:

program coding, book

Agent: interesting . i
read about coding 
from a book

Human: really

n/a e-books

Agent: i prefer e-
books over 
paperback book



Example Results

Target: dance

Agent : hi how is it going with you
Human : fine . I’m playing sports
Agent : i play basketball . u play ?
Human : yeah i also like basketball .
Agent : you like rap music ? i listen to a lot of rap music
Human : no i like classic music
Agent : its a taylor swift song
Human : taylor swift is a great singer
Agent : sing to me , what are you going to sing
Human : i know nothing about singing
Agent : oh i think i can dance lol



Example Results – Failure Case

Target: listen

Agent : hi ! how are you ? i am very exciting about my new job !
Human : fine . what is your new job ?
Agent : that sounds exciting .
Human : i like read books
Agent : what kind of books do you read ?
Human : i read comics
Agent : i do not have tv
Human : watch anime is fun
Agent : what position d you play ?
Human : i play a lot of sports
Agent : oh really ? what kind of music . i listen to classical



Unsupervised Controlled Generation of Text

● Sentence-level control

! Text attribute transfer (style transfer) 

! Text content manipulation

● Conversation-level control

! Target-guided open-domain conversation

Key idea:
• Decompose the task into competitive sub-objectives
• Use direct supervision for each of the sub-objectives



Key Takeaways: Two Central Goals

● Generating human-like, grammatical, and readable text

! Exposure bias, criteria mismatch: reinforcement learning (next lecture)

● Generating text that contains desired information inferred from inputs

! Machine translation
§ Source sentence --> target sentence w/ the same meaning

! Data description
§ Table --> data report describing the table

! Attribute control
§ Sentiment: positive --> ``I like this restaurant’’

! Conversation control
§ Control conversation strategy and topic
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Generative Adversarial Networks



Generative modeling
● In generative modeling, we’d like to train a network that models a 

distribution, such as a distribution over images. 
● One way to judge the quality of the model is to sample from it. 
● This field has seen rapid progress: 

30Courtesy: Grosse CSC321 Lecture 19
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● In generative modeling, we’d like to train a network that models a 

distribution, such as a distribution over images. 
● One way to judge the quality of the model is to sample from it. 
● This field has seen rapid progress: 

31Figure courtesy: Ian Goodfellow



Generative modeling
● Modern approaches to generative modeling: 
! Variational Auto-encoder (Lecture #8)
! Auto-regressive models (e.g., language model) (Lecture #3)
! Generative adversarial networks (today)
! Flow-based models, diffusion models (not covered)

32Courtesy: Grosse CSC321 Lecture 19



Implicit Generative ModelsImplicit Generative Models

Implicit generative models implicitly define a probability distribution

Start by sampling the code vector z from a fixed, simple distribution
(e.g. spherical Gaussian)

The generator network computes a di↵erentiable function G mapping
z to an x in data space

Roger Grosse CSC321 Lecture 19: Generative Adversarial Networks 4 / 25

33Courtesy: Grosse CSC321 Lecture 19

• a stochastic process to 
simulate data 𝒙

• Intractable to evaluate 
likelihood



Implicit Generative Models
Implicit Generative Models

A 1-dimensional example:

Roger Grosse CSC321 Lecture 19: Generative Adversarial Networks 5 / 25

34Courtesy: Grosse CSC321 Lecture 19



Implicit Generative Models

35

Implicit Generative Models

https://blog.openai.com/generative-models/

Roger Grosse CSC321 Lecture 19: Generative Adversarial Networks 6 / 25Courtesy: Grosse CSC321 Lecture 19



Implicit Generative Models

36Courtesy: Grosse CSC321 Lecture 19

● The advantage of implicit generative models: if you have some criterion 
for evaluating the quality of samples, then you can compute its gradient 
with respect to the network parameters, and update the network’s 
parameters to make the sample a little better

● The idea behind Generative Adversarial Networks (GANs): train two 
different networks 
! The generator network tries to produce realistic-looking samples
! The discriminator network tries to figure out whether an image came from the 

training set or the generator network 
● The generator network tries to fool the discriminator network 



Generative Adversarial Nets (GANs)

● Generative model 𝒙 = 𝐺" 𝒛 , 𝒛 ∼ 𝑝(𝒛)
! Maps noise variable 𝒛 to data space 𝒙
! Defines an implicit distribution over 𝒙: 𝑝""(𝒙)

● Discriminator 𝐷) 𝒙
! Output the probability that 𝒙 came from the data rather than the generator

© Petuum,Inc. 37

Figure courtesy: Kim



Generative Adversarial Nets (GANs)
● Learning
! A minimax game between the generator and the discriminator
! Train 𝐷 to maximize the probability of assigning the correct label to both 

training examples and generated samples
! Train 𝐺 to fool the discriminator

© Petuum,Inc. 38

GAN plays the role of z1 as above. The space S0 is now implicit and we directly sample real image
x from data distribution pdata(x). The distribution in Eq.(1) is thus rewritten as:

p(x|z, y) =
⇢
pdata(x) y = 0
pg(x|z) y = 1,

(5)

where pg(x|z) = G(z) is the generative distribution. Note that pdata(x) is the empirical data
distribution which is free of parameters. The discriminator is defined in the same way as above, i.e.,
D(x) = p(y = 0|x). Then the objective of GAN is precisely defined in Eq.(2). To make this clearer,
we again transform the objective into its conventional form:

maxD LD = Ex⇠pdata(x) [logD(x)] + Ex⇠G(z),z⇠p(z) [log(1�D(x))] ,

maxG LG = Ex⇠pdata(x) [log(1�D(x))] + Ex⇠G(z),z⇠p(z) [logD(x)]

= Ex⇠G(z),z⇠p(z) [logD(x)] .

(6)

maxD LD = Ex⇠pdata(x) [logD(x)] + Ex⇠G(z),z⇠p(z) [log(1�D(x))] ,

minG LG = Ex⇠G(z),z⇠p(z) [log(1�D(x))] .

maxD LD = Ex⇠pdata(x) [logD(x)] + Ex⇠G(z),z⇠p(z) [log(1�D(x))] ,

maxG LG = Ex⇠G(z),z⇠p(z) [logD(x)] .

Note that for learning the generator we are using the adapted objective, i.e., maximizing
Ex⇠G(z),z⇠p(z) [logD(x)], as is usually used in practice (Goodfellow et al., 2014), rather than
minimizing Ex⇠G(z),z⇠p(z) [log(1�D(x))].

KL Divergence Interpretation

Now we take a closer look into Eq.(2). Assume uniform prior distribution p(y) where p(y = 0) =
p(y = 1) = 0.5. For optimizing p(x|z, y), we have
Theorem 1. Let p✓(x|z, y) be the conditional distribution in Eq.(1) parameterized with ✓. Denote
p✓0(x|z) = Ep(y)[p✓0(x|z, y)] with fixed parameter ✓0. Denote q0(x|z, y) / q(1� y|x)p✓0(x|z).
Therefore,

Ep(z,y)

⇥
�r✓Ep✓(x|z,y) [log q(1� y|x)] |✓=✓0

⇤
=

r✓Ep(z,y) [KL (p✓(x|z, y)kq0(x|z, y))� JSD (p✓(x|z, y = 0)kp✓(x|z, y = 1)) |✓=✓0 ]
(7)

Proof.
Ep(z,y)

⇥
�Ep✓(x|z,y) [log q(1� y|x)]

⇤
=

Ep(z,y) [KL (p✓(x|z, y)kq0(x|z, y))� KL(p✓(x|z, y)kp✓0(x|z))] ,
(8)

where
Ep(z,y) [KL(p✓(x|z, y)kp✓0(x|z))] =

Ep(z)


p(y = 0)KL

✓
p✓(x|z, y = 0)kp✓0(x|z, y = 0) + p✓0(x|z, y = 1)

2

◆
+

p(y = 1)KL
✓
p✓(x|z, y = 1)kp✓0(x|z, y = 0) + p✓0(x|z, y = 1)

2

◆�
.

(9)

Taking derivatives w.r.t ✓ at ✓0 we get
r✓Ep(z,y) [KL(p✓(x|z, y)kp✓0(x|z))] |✓=✓0

= Ep(z)


1

2

Z

x
r✓p✓(x|z, y = 0)

p✓0(x|z, y = 0) + p✓0(x|z, y = 1)

2
+

1

2

Z

x
r✓p✓(x|z, y = 1)

p✓0(x|z, y = 0) + p✓0(x|z, y = 1)

2

�
|✓=✓0

= Ep(z) [r✓JSD(p✓(x|z, y = 0)kp✓(x|z, y = 1)) |✓=✓0 ] .

(10)

Taking derivatives of the both sides of Eq.(8) at w.r.t ✓ at ✓0 and plugging the last equation of Eq.(10),
we obtain our desired result.
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Generative Adversarial Nets (GANs)

39Courtesy: Grosse CSC321 Lecture 19



Generative Adversarial Nets (GANs)

40Courtesy: Grosse CSC321 Lecture 19

Updating the discriminator: 



Generative Adversarial Nets (GANs)

41Courtesy: Grosse CSC321 Lecture 19

Updating the generator: 



Generative Adversarial Nets (GANs)

42Courtesy: Grosse CSC321 Lecture 19

Alternating training of the generator and discriminator: 



Optimality of GANs
● Objectives:

● Global optimality: 𝑝* = 𝑝+,-,
● Proof:

43Courtesy: Grosse CSC321 Lecture 19
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Optimality of GANs
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Optimality of GANs
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47[Goodfellow et al., 2014]



Optimality of GANs
● The minimax game can now be reformulated as

48[Goodfellow et al., 2014]
Jensen-Shannon Divergence



A better loss function

49

A Better Cost Function

We introduced the minimax cost function for the generator:

JG = Ez[log(1� D(G (z)))]

One problem with this is saturation.

Recall from our lecture on classification: when the prediction is really
wrong,

“Logistic + squared error” gets a weak gradient signal
“Logistic + cross-entropy” gets a strong gradient signal

Here, if the generated sample is really bad, the discriminator’s
prediction is close to 0, and the generator’s cost is flat.

Roger Grosse CSC321 Lecture 19: Generative Adversarial Networks 14 / 25
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A Better Cost Function

Original minimax cost:

JG = Ez[log(1� D(G (z)))]

Modified generator cost:

JG = Ez[� logD(G (z))]

This fixes the saturation problem.

Roger Grosse CSC321 Lecture 19: Generative Adversarial Networks 15 / 25

A better loss function: non-saturating GAN

50Courtesy: Grosse CSC321 Lecture 19



Wasserstein GAN (WGAN)
● If our data are on a low-dimensional manifold of a high dimensional 

space, the model’s manifold and the true data manifold can have a 
negligible intersection in practice 

51[Arjovsky et al., 2017] Slide adapted from bhiksha
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Wasserstein GAN (WGAN)
● If our data are on a low-dimensional manifold of a high dimensional 

space, the model’s manifold and the true data manifold can have a 
negligible intersection in practice 

● The loss function and gradients may not be continuous and well behaved 
● The Wasserstein Distance is well defined
! Earth Mover’s Distance
! Minimum transportation cost for making one pile 

of dirt in the shape of one probability distribution 
to the shape of the other distribution

53[Arjovsky et al., 2017] Slide adapted from bhiksha



Wasserstein GAN (WGAN)
● Objective

54

𝑊 𝑝+,-,, 𝑝* =
1
𝐾

sup
||/||!01

E2∼4"#$# 𝐷 𝑥 − E2∼4%[𝐷(𝑥)]

• ||𝐷||! ≤ 𝐾 : K- Lipschitz continuous
• Use gradient-clipping to ensure 𝐷 has the Lipschitz continuity



WGAN vs Vanilla GAN
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Progressive GAN
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Low resolution images

[Karras et al., 2018]



Progressive GAN
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Low resolution images

add in 
additional 

layers

[Karras et al., 2018]



Progressive GAN
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Low resolution images

add in 
additional 

layers

High resolution images

[Karras et al., 2018]



BigGAN

61[Brock et al., 2018]



BigGAN
● GANs benefit dramatically from scaling

62[Brock et al., 2018]
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● 2x – 4x more parameters
● 8x larger batch size
● Simple architecture changes that improve scalability 
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66

GANs for Text



Questions?


