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Outline
● Controllable text generation

● 2 Paper presentations (15 x 2 mins)

! Ruisi Zhang: Plug and Play Language Models: A Simple Approach to 
Controlled Text Generation

! Han Cao: ELECTRA: Pre-training Text Encoders as Discriminators Rather Than 
Generators
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Two Central Goals

● Generating human-like, grammatical, and readable text

! I.e., generating natural language

● Generating text that contains desired information inferred from inputs

! Machine translation
§ Source sentence --> target sentence w/ the same meaning

! Data description
§ Table --> data report describing the table

! Attribute control
§ Sentiment: positive --> ``I like this restaurant’’

! Conversation control
§ Control conversation strategy and topic
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Controlled generation in unsupervised settings
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Text Attribute Transfer

● Modify a given sentence to 
! Have desired attribute values
! While keeping all other aspects unchanged

● Attribute: sentiment, tense, voice, gender, …

● E.g., transfer sentiment from negative to positive:
! ``It was super dry and had a weird taste to the entire slice .’’
! ``It was super fresh and had a delicious taste to the entire slice .’’

● Applications:
! Personalized article writing, emotional conversation systems, …

[Hu et al., 17] Toward Controlled Generation of Text



Text Attribute Transfer

● Original sentence 𝒙, original attribute 𝒂!

● Target sentence 𝒚, target attribute 𝒂"

● Task: 𝒙, 𝒂" → 𝒚

! 𝒚 has the desired attribute 𝒂!
! 𝒚 keeps all attribute-independent properties of 𝒙

● Usually, only have pairs of 𝒙, 𝒂𝒙 , but no (𝒙, 𝒂𝒙), (𝒚, 𝒂𝒚) for training

! E.g., two sets of sentences: one with positive sentiment, the other with negative
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● The above two losses are competitive; minimize jointly to avoid collapse

𝑧 𝑎! Decoder 𝑦Encoder𝑥
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Text Content Manipulation
● Generate a sentence to describe content in a given data record

[Lin et al., 20] Data-to-Text Generation with Style Imitation



Text Content Manipulation
● Generate a sentence to describe content in a given data record
● But language is rich with variation -- there are diverse possible ways of 

saying the same content (writing style):
! word choice, expressions, transitions, tones, …

[Lin et al., 20] Data-to-Text Generation with Style Imitation



Text Content Manipulation
● Generate a sentence to describe content in a given data record
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● Task-oriented dialog:
! Address a specific task, e.g., booking a flight
! Close domain

● Open-domain chit-chat:
! Improve user engagement
! Random conversation, hard to control

● Target-guided conversation: 
! Open-domain conversation
! Controlled conversation strategy to reach a desired topic in the end of conversation
! Applications:
§ Bridges task-oriented dialog and open-domain chit-chat
§ Conversational recommender system, education, psychotherapy

Target-guided Open-domain Conversation



Target-guided Open-domain Conversation
● Two goals:
! Starting from any topic, reach a desired 

topic in the end of conversation
! Natural conversation: smooth transition



Target-guided Open-domain Conversation
● Two goals:
! Starting from any topic, reach a desired 

topic in the end of conversation
! Natural conversation: smooth transition

Challenge: No supervised data for the task

Solution: Use competitive sub-objectives and 

partial supervision

• Natural conversation: rich chit-chat data to 

learn smooth single-turn transition

• Reaching desired target: rule-based multi-

turn planning
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Method

● keyword extraction
● keyword conditional response retrieval
● learned kernel-based topic transition + target-guided rule:
! (1) transit to keywords that are close in the word embedding space – smooth
! (2) next keywords must get closer to the target keyword – target-guided
! Tune relative weight of (1) and (2) to control aggressiveness
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n/a e-books
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Example Results

Target: dance

Agent : hi how is it going with you
Human : fine . I’m playing sports
Agent : i play basketball . u play ?
Human : yeah i also like basketball .
Agent : you like rap music ? i listen to a lot of rap music
Human : no i like classic music
Agent : its a taylor swift song
Human : taylor swift is a great singer
Agent : sing to me , what are you going to sing
Human : i know nothing about singing
Agent : oh i think i can dance lol



Example Results – Failure Case

Target: listen

Agent : hi ! how are you ? i am very exciting about my new job !
Human : fine . what is your new job ?
Agent : that sounds exciting .
Human : i like read books
Agent : what kind of books do you read ?
Human : i read comics
Agent : i do not have tv
Human : watch anime is fun
Agent : what position d you play ?
Human : i play a lot of sports
Agent : oh really ? what kind of music . i listen to classical
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Key Takeaways: Two Central Goals

● Generating human-like, grammatical, and readable text

! Exposure bias, criteria mismatch: reinforcement learning (next lecture)

● Generating text that contains desired information inferred from inputs

! Machine translation
§ Source sentence --> target sentence w/ the same meaning

! Data description
§ Table --> data report describing the table

! Attribute control
§ Sentiment: positive --> ``I like this restaurant’’

! Conversation control
§ Control conversation strategy and topic



Questions?


