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● Representations of Text and Topics

● Topic Model v1: Multinomial Mixture Model

● Topic Model v2: Probabilistic Latent Semantic Analysis (pLSA)

● Topic Model v3: Latent Dirichlet Allocation (LDA)
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Motivation
Topic"Modeling"

Motivation:&
Suppose"you’re"given"a"massive"corpora"and"asked"to"carry"out"the"
following"tasks"
•  Organize"the"documents"into"thematic&categories&
•  Describe"the"evolution"of"those"categories"over&time&
•  Enable"a"domain"expert"to"analyze&and&understand&the"content"
•  Find"relationships"between"the"categories"
•  Understand"how"authorship"influences"the"content"
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Motivation:&
Suppose"you’re"given"a"massive"corpora"and"asked"to"carry"out"the"
following"tasks"
•  Organize"the"documents"into"thematic&categories&
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•  Enable"a"domain"expert"to"analyze&and&understand&the"content"
•  Find"relationships"between"the"categories"
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Topic&Modeling:&
A"method"of"(usually"unsupervised)"discovery"of"latent"or"hidden"structure"
in"a"corpus"
•  Applied"primarily"to"text"corpora,"but"techniques&are&more&general&
•  Provides"a"modeling&toolbox&
•  Has"prompted"the"exploration"of"a"variety"of"new"inference&methods&to"

accommodate"large3scale&datasets&



Topic Modeling: Examples,_HTWSL! [VWPJ�TVKLSPUN
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Figure 2: Real inference with LDA. We fit a 100-topic LDA model to 17,000 articles
from the journal Science. At left is the inferred topic proportions for the example article in
Figure 1. At right are the top 15 most frequent words from the most frequent topics found in
this article.

is drawn from one of the topics (step #2b), where the selected topic is chosen from the
per-document distribution over topics (step #2a).2

In the example article, the distribution over topics would place probability on genetics,
data analysis and evolutionary biology, and each word is drawn from one of those three
topics. Notice that the next article in the collection might be about data analysis and
neuroscience; its distribution over topics would place probability on those two topics. This
is the distinguishing characteristic of latent Dirichlet allocation—all the documents in the
collection share the same set of topics, but each document exhibits those topics with di↵erent
proportion.

As we described in the introduction, the goal of topic modeling is to automatically discover
the topics from a collection of documents. The documents themselves are observed, while
the topic structure—the topics, per-document topic distributions, and the per-document
per-word topic assignments—are hidden structure. The central computational problem for
topic modeling is to use the observed documents to infer the hidden topic structure. This
can be thought of as “reversing” the generative process—what is the hidden structure that
likely generated the observed collection?

Figure 2 illustrates example inference using the same example document from Figure 1.
Here, we took 17,000 articles from Science magazine and used a topic modeling algorithm to
infer the hidden topic structure. (The algorithm assumed that there were 100 topics.) We

2We should explain the mysterious name, “latent Dirichlet allocation.” The distribution that is used to
draw the per-document topic distributions in step #1 (the cartoon histogram in Figure 1) is called a Dirichlet
distribution. In the generative process for LDA, the result of the Dirichlet is used to allocate the words of the
document to di↵erent topics. Why latent? Keep reading.
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Topic Modeling: ExamplesTopic"Modeling"

http://"www.cs.umass.edu/~mimno/icml100.html"

Dirichlet3multinomial&regression&(DMR)&topic&model&on&ICML&
(Mimno"&"McCallum,"2008)"
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Topic"Modeling"

•  Map"of"NIH"Grants"

https://app.nihmaps.org/"

(Talley"et"al.,"2011)"



Other Applications of Topic Models
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Other"Applications"of"Topic"Models"

•  Spacial"LDA"
(Wang"&"Grimson,"2007)"

Manual"

LDA"

SLDA"
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Other"Applications"of"Topic"Models"

•  Word"Sense"Induction"

•  Selectional"Preference""

(Brody"&"Lapata,"2009)"

(Ritter"et"al.,"2010)"

Senses of drug (WSJ)
1. U.S., administration, federal, against, war, dealer
2. patient, people, problem, doctor, company, abuse
3. company, million, sale, maker, stock, inc.
4. administration, food, company, approval, FDA

Senses of drug (BNC)
1. patient, treatment, effect, anti-inflammatory
2. alcohol, treatment, patient, therapy, addiction
3. patient, new, find, effect, choice, study
4. test, alcohol, patient, abuse, people, crime
5. trafficking, trafficker, charge, use, problem
6. abuse, against, problem, treatment, alcohol
7. people, wonder, find, prescription, drink, addict
8. company, dealer, police, enforcement, patient

Table 1: Senses inferred for the word drug from
the WSJ and BNC corpora.

tail). For the model trained on WSJ, performance
peaks at four senses, which is similar to the av-
erage ambiguity in the test data. For the model
trained on the BNC, however, the best results are
obtained using twice as many senses. Using fewer
senses with the BNC-trained system can result in
a drop in accuracy of almost 2%. This is due to
the shift in domain. As the sense-divisions of the
learning domain do not match those of the target
domain, finer granularity is required in order to en-
compass all the relevant distinctions.

Table 1 illustrates the senses inferred for the
word drug when using the in-domain and out-of-
domain corpora, respectively. The most probable
words for each sense are also shown. Firstly, note
that the model infers some plausible senses for
drug on the WSJ corpus (top half of Table 1).
Sense 1 corresponds to the “enforcement” sense
of drug, Sense 2 refers to “medication”, Sense 3
to the “drug industry” and Sense 4 to “drugs re-
search”. The inferred senses for drug on the BNC
(bottom half of Table 1) are more fine grained. For
example, the model finds distinct senses for “med-
ication” (Sense 1 and 7) and “illegal substance”
(Senses 2, 4, 6, 7). It also finds a separate sense
for “drug dealing” (Sense 5) and “enforcement”
(Sense 8). Because the BNC has a broader fo-
cus, finer distinctions are needed to cover as many
senses as possible that are relevant to the target do-
main (WSJ).

Layer Analysis We next examine which indi-
vidual feature categories are most informative
in our sense induction task. We also investigate
whether their combination, through our layered

1-Layer
10w 86.9
5w 86.8
1w 84.6
ng 83.6
pg 82.5
dp 82.2
MFS 80.9

5-Layers
-10w 83.1
-5w 83.0
-1w 83.0
-ng 83.0
-pg 82.7
-dp 84.7
all 83.3

Combination
10w+5w 87.3%
5w+pg 83.9%
1w+ng 83.2%
10w+pg 83.3%
1w+pg 84.5%
10w+pg+dep 82.2%
MFS 80.9%

Table 2: Model performance (F-score) on the WSJ
with one layer (left), five layers (middle), and se-
lected combinations of layers (right).

model (see Figure 2), yields performance im-
provements. We used 4 senses for the system
trained on WSJ and 8 for the system trained on
the BNC (� was set to 0.02 and ⇥ to 0.1)

Table 2 (left side) shows the performance of our
model when using only one layer. The layer com-
posed of words co-occurring within a ±10-word
window (10w), and representing wider, topical, in-
formation gives the highest scores on its own. It
is followed by the ±5 (5w) and ±1 (1w) word
windows, which represent more immediate, local
context. Part-of-speech n-grams (pg) and word n-
grams (ng), on their own, achieve lower scores,
largely due to over-generalization and data sparse-
ness, respectively. The lowest-scoring single layer
is the dependency layer (dp), with performance
only slightly above the most-frequent-sense base-
line (MFS). Dependency information is very infor-
mative when present, but extremely sparse.

Table 2 (middle) also shows the results obtained
when running the layered model with all but one
of the layers as input. We can use this informa-
tion to determine the contribution of each layer by
comparing to the combined model with all layers
(all). Because we are dealing with multiple lay-
ers, there is an element of overlap involved. There-
fore, each of the word-window layers, despite rel-
atively high informativeness on its own, does not
cause as much damage when it is absent, since
the other layers compensate for the topical and lo-
cal information. The absence of the word n-gram
layer, which provides specific local information,
does not make a great impact when the 1w and pg
layers are present. Finally, we can see that the ex-
tremely sparse dependency layer is detrimental to
the multi-layer model as a whole, and its removal
increases performance. The sparsity of the data in
this layer means that there is often little informa-
tion on which to base a decision. In these cases,
the layer contributes a close-to-uniform estimation
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Topic t Arg1 Relations which assign
highest probability to t

Arg2

18 The residue - The mixture - The reaction
mixture - The solution - the mixture - the re-
action mixture - the residue - The reaction -
the solution - The filtrate - the reaction - The
product - The crude product - The pellet -
The organic layer - Thereto - This solution
- The resulting solution - Next - The organic
phase - The resulting mixture - C. )

was treated with, is
treated with, was
poured into, was
extracted with, was
purified by, was di-
luted with, was filtered
through, is disolved in,
is washed with

EtOAc - CH2Cl2 - H2O - CH.sub.2Cl.sub.2
- H.sub.2O - water - MeOH - NaHCO3 -
Et2O - NHCl - CHCl.sub.3 - NHCl - drop-
wise - CH2Cl.sub.2 - Celite - Et.sub.2O -
Cl.sub.2 - NaOH - AcOEt - CH2C12 - the
mixture - saturated NaHCO3 - SiO2 - H2O
- N hydrochloric acid - NHCl - preparative
HPLC - to0 C

151 the Court - The Court - the Supreme Court
- The Supreme Court - this Court - Court
- The US Supreme Court - the court - This
Court - the US Supreme Court - The court
- Supreme Court - Judge - the Court of Ap-
peals - A federal judge

will hear, ruled in, de-
cides, upholds, struck
down, overturned,
sided with, affirms

the case - the appeal - arguments - a case -
evidence - this case - the decision - the law
- testimony - the State - an interview - an
appeal - cases - the Court - that decision -
Congress - a decision - the complaint - oral
arguments - a law - the statute

211 President Bush - Bush - The President -
Clinton - the President - President Clinton
- President George W. Bush - Mr. Bush -
The Governor - the Governor - Romney -
McCain - The White House - President -
Schwarzenegger - Obama

hailed, vetoed, pro-
moted, will deliver,
favors, denounced,
defended

the bill - a bill - the decision - the war - the
idea - the plan - the move - the legislation -
legislation - the measure - the proposal - the
deal - this bill - a measure - the program -
the law - the resolution - efforts - the agree-
ment - gay marriage - the report - abortion

224 Google - Software - the CPU - Clicking -
Excel - the user - Firefox - System - The
CPU - Internet Explorer - the ability - Pro-
gram - users - Option - SQL Server - Code
- the OS - the BIOS

will display, to store, to
load, processes, cannot
find, invokes, to search
for, to delete

data - files - the data - the file - the URL -
information - the files - images - a URL - the
information - the IP address - the user - text
- the code - a file - the page - IP addresses -
PDF files - messages - pages - an IP address

Table 1: Example argument lists from the inferred topics. For each topic number t we list the most
probable values according to the multinomial distributions for each argument (�t and ⇥t). The middle
column reports a few relations whose inferred topic distributions ⇤r assign highest probability to t.

ple r(a1, a2) in the held-out set, we removed all
tuples in the training set containing either of the
rel-arg pairs, i.e., any tuple matching r(a1, �) or
r(�, a2). Next we used collapsed Gibbs sampling
to infer a distribution over topics, ⇤r, for each of
the relations in the primary corpus (based solely
on tuples in the training set) using the topics from
the generalization corpus.

For each of the 500 observed tuples in the test-
set we generated a pseudo-negative tuple by ran-
domly sampling two noun phrases from the distri-
bution of NPs in both corpora.

4.2.2 Prediction

Our prediction system needs to determine whether
a specific relation-argument pair is admissible ac-
cording to the selectional preferences or is a ran-
dom distractor (D). Following previous work, we
perform this experiment independently for the two
relation-argument pairs (r, a1) and (r, a2).

We first compute the probability of observing
a1 for first argument of relation r given that it is
not a distractor, P (a1|r,¬D), which we approx-
imate by its probability given an estimate of the
parameters inferred by our model, marginalizing
over hidden topics t. The analysis for the second

argument is similar.

P (a1|r,¬D) � PLDA(a1|r) =
TX

t=0

P (a1|t)P (t|r)

=
TX

t=0

�t(a1)⇥r(t)

A simple application of Bayes Rule gives the
probability that a particular argument is not a
distractor. Here the distractor-related proba-
bilities are independent of r, i.e., P (D|r) =
P (D), P (a1|D, r) = P (a1|D), etc. We estimate
P (a1|D) according to their frequency in the gen-
eralization corpus.

P (¬D|r, a1) =
P (¬D|r)P (a1|r,¬D)

P (a1|r)

� P (¬D)PLDA(a1|r)
P (D)P (a1|D) + P (¬D)PLDA(a1|r)

4.2.3 Results
Figure 3 plots the precision-recall curve for the
pseudo-disambiguation experiment comparing the
three different topic models. LDA-SP, which uses
LinkLDA, substantially outperforms both Inde-
pendentLDA and JointLDA.

Next, in figure 4, we compare LDA-SP with
mutual information and Jaccard similarities us-
ing both the generalization and primary corpus for

429



Text Data
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Text Data

•Word/term
•Document
•A sequence of words

•Corpus
•A collection of 

documents

3



Represent a Document
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Represent a Document
•Most common way: Bag-of-Words
• Ignore the order of words

• keep the count

4

c1        c2       c3       c4       c5        m1       m2       m3     m4

Vector space model



More Details
• Represent the doc as a vector where each entry 

corresponds to a different word and the number at that 
entry corresponds to how many times that word was 
present in the document (or some function of it)
• Number of words is huge
• Select and use a smaller set of words that are of interest
• E.g. uninteresting words: ‘and’, ‘the’ ‘at’, ‘is’, etc. These are called stop-

words
• Stemming: remove endings. E.g. ‘learn’, ‘learning’, ‘learnable’, ‘learned’ 

could be substituted by the single stem ‘learn’
• Other simplifications can also be invented and used
• The set of different remaining words is called dictionary or vocabulary. Fix 

an ordering of the terms in the dictionary so that you can operate them by 
their index.

• Can be extended to bi-gram, tri-gram, or so

5

Represent a Document

12



Limitations of Bag-of-Words
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Limitations of Vector Space Model
•Dimensionality
•High dimensionality

•Sparseness
•Most of the entries are zero

•Shallow representation
•The vector representation does not capture 
semantic relations between words 

6

D1: I love romantic movies.
D2: Kate Winslet is my favorite actress. 

Ex: "Tom loves Kate.”



Represent a Topic

Topics
•Topic
•A topic is represented by a word 
distribution

•Relate to an issue

7
14



Topic Models
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Topic Models

•Topic modeling
•Get topics automatically 
from a corpus
•Assign documents to 
topics automatically

•Most frequently used 
topic models
• pLSA
•LDA

8



Notations

● Word, document, topic

! 𝑤, 𝑑, 𝑧

● Word count in document:

! 𝑐(𝑤, 𝑑) : number of times word 𝑤 occurs in document 𝑑

! or 𝑥!": number of times the 𝑛th word in the vocabulary occurs in document 𝑑 

● Word distribution for each topic ( 𝛽! )

! 𝛽#$: 𝑝(𝑤|𝑧) 

16



Recap: Multinomial distribution
● Multinomial distribution
! Discrete random variable 𝒙 that takes one of 𝑀 values {1, … ,𝑀}
! 𝑝(𝒙 = 𝑖) 	= 	𝜋!,         ∑! 𝜋! = 1

! Out of 𝑛 independent trials, let 𝑘! be the number of times 𝒙 = 𝑖	was observed 
! The probability of observing a vector of occurrences 𝒌 = 𝑘", … , 𝑘#  is given by the 

multinomial distribution parametrized by 𝝅

! E.g., describing a text document by the frequency of occurrence of every distinct 
word 

! For 𝑛 = 1, a.k.a. categorical distribution
§ 𝑝 𝒙 = 𝑖	 𝝅) 	= 	𝜋!
§ In 𝒌 = 𝑘", … , 𝑘# : 	𝑘! = 1, and 𝑘$ = 0 for all 𝑗 ≠ 𝑖	 → 	 𝑎. 𝑘. 𝑎. , one-hot representation of 𝑖     

17[CSC2515, Wang]



Topic Model v1: Multinomial Mixture Model
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Multinomial Mixture Model
• For documents with bag-of-words 
representation
• ࢞ௗ = ,ௗଵݔ) ,ௗଶݔ … , ௗ௡ݔ ,(ௗேݔ is the number of 
words for nth word in the vocabulary

•Generative model 
• For each document 
• Sample its cluster label ݈ܽܿ݅ݎ݋݃݁ݐܽܥ~ݖ(࣊)
• ࣊ = ,ଶߨ,ଵߨ) … ௞ߨ ,(௄ߨ, is the proportion of jth cluster
• ݌ ݖ = ݇ = ௞ߨ

• Sample its word vector ࢞ௗ~݈݉ܽ݅݉݋݊݅ݐ݈ݑ(ࢼ௭)
• ௭ࢼ = ,௭ଶߚ,௭ଵߚ … ௭ேߚ, ௭௡ߚ, is the parameter associate with nth word 

in the vocabulary 

• ݌ ࢞ௗ|ݖ = ݇ = σ೙ ௫೏೙ !
ς೙ ௫೏೙!

ς௡ߚ௞௡
௫೏೙ ן ς௡ ௞௡ߚ

௫೏೙

11



Topic Model v1: Multinomial Mixture Model
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words for nth word in the vocabulary

•Generative model 
• For each document 
• Sample its cluster label ݈ܽܿ݅ݎ݋݃݁ݐܽܥ~ݖ(࣊)
• ࣊ = ,ଶߨ,ଵߨ) … ௞ߨ ,(௄ߨ, is the proportion of jth cluster
• ݌ ݖ = ݇ = ௞ߨ

• Sample its word vector ࢞ௗ~݈݉ܽ݅݉݋݊݅ݐ݈ݑ(ࢼ௭)
• ௭ࢼ = ,௭ଶߚ,௭ଵߚ … ௭ேߚ, ௭௡ߚ, is the parameter associate with nth word 

in the vocabulary 

• ݌ ࢞ௗ|ݖ = ݇ = σ೙ ௫೏೙ !
ς೙ ௫೏೙!

ς௡ߚ௞௡
௫೏೙ ן ς௡ ௞௡ߚ

௫೏೙

11

Formulating the statistical relationship 
between words, documents and latent 
topics as a generative process 
describing how documents are created
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Multinomial Mixture Model
• For documents with bag-of-words 
representation
• ࢞ௗ = ,ௗଵݔ) ,ௗଶݔ … , ௗ௡ݔ ,(ௗேݔ is the number of 
words for nth word in the vocabulary

•Generative model 
• For each document 
• Sample its cluster label ݈ܽܿ݅ݎ݋݃݁ݐܽܥ~ݖ(࣊)
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• ௭ࢼ = ,௭ଶߚ,௭ଵߚ … ௭ேߚ, ௭௡ߚ, is the parameter associate with nth word 

in the vocabulary 
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ς೙ ௫೏೙!

ς௡ߚ௞௡
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Multinomial Mixture Model
• For documents with bag-of-words 
representation
• ࢞ௗ = ,ௗଵݔ) ,ௗଶݔ … , ௗ௡ݔ ,(ௗேݔ is the number of 
words for nth word in the vocabulary

•Generative model 
• For each document 
• Sample its cluster label ݈ܽܿ݅ݎ݋݃݁ݐܽܥ~ݖ(࣊)
• ࣊ = ,ଶߨ,ଵߨ) … ௞ߨ ,(௄ߨ, is the proportion of jth cluster
• ݌ ݖ = ݇ = ௞ߨ

• Sample its word vector ࢞ௗ~݈݉ܽ݅݉݋݊݅ݐ݈ݑ(ࢼ௭)
• ௭ࢼ = ,௭ଶߚ,௭ଵߚ … ௭ேߚ, ௭௡ߚ, is the parameter associate with nth word 

in the vocabulary 

• ݌ ࢞ௗ|ݖ = ݇ = σ೙ ௫೏೙ !
ς೙ ௫೏೙!

ς௡ߚ௞௡
௫೏೙ ן ς௡ ௞௡ߚ

௫೏೙

11

Graphical 
Model

• Plates indicate replicated 
variables.

• Shaded nodes are 
observed; unshaded nodes 
are hidden.
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Likelihood Function
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Likelihood Function
•For a set of M documents

ܮ =ෑ
ௗ

(ௗ࢞)݌ =ෑ
ௗ

෍
௞

ௗ࢞)݌ , ݖ = ݇)

=ෑ
ௗ

෍
௞

݌ ࢞ௗ ݖ = ݇ ݖ)݌ = ݇)

=ෑ
ௗ

σ௡ ௗ௡ݔ !
ς௡ !ௗ௡ݔ

෍
௞

ݖ)݌ = ݇)ෑ
௡

௞௡ߚ
௫೏೙

12



Limitations of Multinomial Mixture Model 
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Issues of Mixture of Unigrams
•All the words in the same documents are 
sampled from the same topic

• In practice, people switch topics during their 
writing

19



Limitations of Multinomial Mixture Model 
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Mixture"vs."Admixture"(LDA)"

!"##"$%&$'"((")*$$$++$$$$,%"--$./*01-2$$$++$$$$34
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'"%()*+!&

,)$-!(.*/
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,0')$-!(.*/

!"##"$%&$'"((")*$$$++$$$$,%"--$./*01-2$$$++$$$$34

%562710-$8-&$.9/562710-

!"#$%&

'"%()*+!&

,)$-!(.*/

!"#$%&

'"%()*+!&

,0')$-!(.*/

Diagrams"from"Wallach,"JHU"2011,"slides"



Topic Model v2: Probabilistic Latent Semantic Analysis (pLSA)
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Generative Model for pLSA

27

Generative Model for pLSA
•Describe how a document d is generated 
probabilistically
•For each position in d, ݊ = 1,… , ௗܰ
• Generate the topic for the position as
,(ௗࣂ)݈ܽܿ݅ݎ݋݃݁ݐܽܥ~݀|௡ݖ ݅. ݁. ݌, ௡ݖ = ݇|݀ = ௗ௞ߠ

(Note, 1 trial multinomial)

• Generate the word for the position as
,(௭೙ࢼ)݈ܽܿ݅ݎ݋݃݁ݐܽܥ~௡ݖ|௡ݓ ݅. ݁. , ݌ ௡ݓ = ௡ݖ|ݓ =

௭೙௪ߚ

21

𝛽!!"



Graphical Model for pLSA
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Graphical Model

Note: Sometimes, people add parameters 
such as ߠ ܽ݊݀ ߚ into the graphical model

22



Likelihood Function
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The Likelihood Function for a Corpus
•Probability of a word w

݌ ,݀|ݓ ߚ,ߠ =෍
௞

,ݓ)݌ ݖ = (ߚ,ߠ,݀|݇

=෍
௞

݌ ݓ ݖ = ݇,݀, ߚ,ߠ ݌ ݖ = ݇|݀, ߚ,ߠ =෍
௞

ௗ௞ߠ௞௪ߚ

•Likelihood of a corpus

23
ௗߨ ݏ݅ ݕ݈݈ܽݑݏݑ ݀݁ݎ݁݀݅ݏ݊݋ܿ ݏܽ i.e., 1/M ,݉ݎ݋݂݅݊ݑ

, 𝜃, , 𝛽)
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The Likelihood Function for a Corpus
•Probability of a word w

݌ ,݀|ݓ ߚ,ߠ =෍
௞

,ݓ)݌ ݖ = (ߚ,ߠ,݀|݇

=෍
௞

݌ ݓ ݖ = ݇,݀, ߚ,ߠ ݌ ݖ = ݇|݀, ߚ,ߠ =෍
௞

ௗ௞ߠ௞௪ߚ

•Likelihood of a corpus

23
ௗߨ ݏ݅ ݕ݈݈ܽݑݏݑ ݀݁ݎ݁݀݅ݏ݊݋ܿ ݏܽ i.e., 1/M ,݉ݎ݋݂݅݊ݑ

, 𝜃, , 𝛽)



Re-arrange the Likelihood Function
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Re-arrange the Likelihood Function
•Group the same word from different 
positions together

max ܮ݃݋݈ =෍
ௗ௪

ܿ ݀,ݓ ෍݃݋݈
௭

ௗ௭ߠ ௭௪ߚ

.ݏ ෍.ݐ
௭

ௗ௭ߠ = 1 ܽ݊݀ ෍
௪

௭௪ߚ = 1

24



Limitations of pLSA
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Limitations of pLSA
•Not a proper generative model
ௗࣂ• is treated as a parameter

•Cannot model new documents

•Solution:
•Make it a proper generative model by adding 
priors to ߠ and ߚ

32



Limitations of pLSA
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Limitations of pLSA
•Not a proper generative model
ௗࣂ• is treated as a parameter

•Cannot model new documents

•Solution:
•Make it a proper generative model by adding 
priors to ߠ and ߚ

32

Topic Model v3: Latent Dirichlet Allocation (LDA)



Review: Dirichlet DistributionDirichlet Distribution
•Dirichlet distribution: (ࢻ)ݐ݈݄݁ܿ݅ݎ݅ܦ~ࣂ
• ݅. ݁. , ݌ ࣂ ࢻ = ୻(σೖ ఈೖ)

ςೖ ୻(ఈೖ)
ς௞ ௞ߠ

ఈೖିଵ, where ߙ௞ > 0

• Ȟ ڄ ݏ݅ ݃ܽ݉݉ܽ :݊݋݅ݐܿ݊ݑ݂
• Ȟ ݖ + 1 = �Ȟ(ݖ)

• ܧ ௞ߠ = ఈೖ
σೖᇲ ఈೖᇲ

ݎܸܽ , ௞ߠ = ఈೖ ఈబିఈೖ
ఈబమ ఈబାଵ

, where ߙ଴ =
σ௞ ௞ߙ

34
ݐ݈݄݁ܿ݅ݎ݅ܦ~ࣂ:݈݁݌݉ܽݔܧ ࢻ ݁ݎ݄݁ݓ, ଴ߙ/ࢻ = (

1
2 ,
1
3 ,
1
6)
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Review: Dirichlet DistributionDirichlet Distribution
•Dirichlet distribution: (ࢻ)ݐ݈݄݁ܿ݅ݎ݅ܦ~ࣂ
• ݅. ݁. , ݌ ࣂ ࢻ = ୻(σೖ ఈೖ)

ςೖ ୻(ఈೖ)
ς௞ ௞ߠ

ఈೖିଵ, where ߙ௞ > 0

• Ȟ ڄ ݏ݅ ݃ܽ݉݉ܽ :݊݋݅ݐܿ݊ݑ݂
• Ȟ ݖ + 1 = �Ȟ(ݖ)

• ܧ ௞ߠ = ఈೖ
σೖᇲ ఈೖᇲ

ݎܸܽ , ௞ߠ = ఈೖ ఈబିఈೖ
ఈబమ ఈబାଵ

, where ߙ଴ =
σ௞ ௞ߙ

34
ݐ݈݄݁ܿ݅ݎ݅ܦ~ࣂ:݈݁݌݉ܽݔܧ ࢻ ݁ݎ݄݁ݓ, ଴ߙ/ࢻ = (

1
2 ,
1
3 ,
1
6)

36

Simplex View 
•Simplex:
• a generalization of the notion of a triangle or 
tetrahedron to arbitrary dimensions.

ݔ• = ଵݔ 1,0,0 + ଶݔ 0,1,0 + ଷ(0,0,1)ݔ
•Where 0 ൑ ,ଵݔ ,ଶݔ ଷݔ ൑ 1 ܽ݊݀ ଵݔ + ଶݔ + ଷݔ = 1

36

0
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x1

0.6
0.4
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0.2 1
0

x3
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0.8

1 ݎ݅ܦ~ߙ|ݔ ߙ ߙ, = (2,3,4)

Simplex view:



More Examples in the Simplex View

37

More Examples in the Simplex View

37



Topic Model v3: Latent Dirichlet Allocation (LDA)

38

The Graphical Model of LDA

39

࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~ࢊࣂ ࢻ : address topic distribution for unseen documents
࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~࢑ࢼ ࣁ : smoothing over words



Topic Model v3: Latent Dirichlet Allocation (LDA)
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The Graphical Model of LDA

39

࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~ࢊࣂ ࢻ : address topic distribution for unseen documents
࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~࢑ࢼ ࣁ : smoothing over words



Generative Model for LDA 

40

Latent"Dirichlet"Allocation"

•  Generative"Process"

•  Example"corpus"

the& he& is&

"x11" "x12" "x13"

the& and& the&

"x21" "x22" "x23"

she& she& is& is&

"x31" "x32" "x33" "x34"

Document"1" Document"2" Document"3"

000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Shared Components Topic Models

Anonymous Author(s)
Affiliation
Address
email

1 Distributions

Beta

f(⇤|�,⇥) =
1

B(�,⇥)
x��1(1� x)⇥�1

Dirichlet

p(⌅⇤|�) =
1

B(�)

K⇤

k=1

⇤�k�1
k where B(�) =

⇥K
k=1 �(�k)

�(
�K

k=1 �k)
(1)

Beta-Bernoulli

⇤ ⇥ Beta(�,⇥) [draw distribution over words]
For each word n ⇤ {1, . . . , N}

xn ⇥ Bernoulli(⇤) [draw word]

Dirichlet-Multinomial

⌅ ⇥ Dir(⇥) [draw distribution over words]
For each word n ⇤ {1, . . . , N}

xn ⇥ Mult(1,⌅) [draw word]

Dirichlet-Multinomial mixture model

For each topic k ⇤ {1, . . . ,K}:
⌅k ⇥ Dir(⇥) [draw distribution over words]

⇤ ⇥ Dir(�) [draw distribution over topics]
For each document m ⇤ {1, . . . ,M}

zm ⇥ Mult(1,⇤) [draw topic assignment]
For each word n ⇤ {1, . . . , Nm}

xmn ⇥ Mult(1,⌅zmi
) [draw word]

LDA

For each topic k ⇤ {1, . . . ,K}:
⌅k ⇥ Dir(⇥) [draw distribution over words]

For each document m ⇤ {1, . . . ,M}
⇤m ⇥ Dir(�) [draw distribution over topics]
For each word n ⇤ {1, . . . , Nm}

zmn ⇥ Mult(1,⇤m) [draw topic assignment]
xmn ⇥ ⌅zmi

[draw word]

1

The Graphical Model of LDA

39

࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~ࢊࣂ ࢻ : address topic distribution for unseen documents
࢚ࢋ࢒ࢎࢉ࢏࢘࢏ࡰ~࢑ࢼ ࣁ : smoothing over words

η𝛽6
𝑑 𝐷

𝑑
𝑑

𝑑𝑑
𝑑𝑤!,"

𝑧!,"
𝜃!!,#
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LDA"for"Topic"Modeling"

•  The"generative&story&begins"with"only"a"Dirichlet&
prior&over"the"topics."

•  Each"topic&is"defined"as"a"Multinomial&distribution"
over"the"vocabulary,"parameterized"by"ϕk "

42"

(Blei,"Ng,"&"Jordan,"2003)"
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LDA"for"Topic"Modeling"

•  The"generative&story&begins"with"only"a"Dirichlet&
prior&over"the"topics."

•  Each"topic&is"defined"as"a"Multinomial&distribution"
over"the"vocabulary,"parameterized"by"ϕk "

43"
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Dirichlet(β)+
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LDA"for"Topic"Modeling"

•  A"topic"is"visualized"as"its"high&probability&
words.""

•  A"pedagogical"label&is"used"to"identify"the"topic."
44"

ϕ1 " ϕ2  ϕ3 ϕ4  ϕ5 ϕ6  
"
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Dirichlet(β)+(𝜂)
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•  A"topic"is"visualized"as"its"high&probability&
words.""

•  A"pedagogical"label&is"used"to"identify"the"topic."
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LDA"for"Topic"Modeling"

•  A"topic"is"visualized"as"its"high"probability"
words.""

•  A"pedagogical"label&is"used"to"identify"the"topic."
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LDA"for"Topic"Modeling"

47"
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Dirichlet(α)+
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LDA"for"Topic"Modeling"

48"

The+54/40'+boundary+dispute+is+
sIll+unresolved,+and+Canadian+
and+US+
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The+54/40'+boundary+dispute+is+
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Joint Distribution for LDA

• Joint distribution of latent variables and 
documents is: 
݌ ଵ:௄ࢼ , ଵ:஽ࣂ,ଵ:஽ࢠ ,࢝ଵ:஽ ,ߙ ߟ =

40
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