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Outline
● Distant supervision
● A “standardized” view of ML
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The difficulty with supervised learning 

● Annotated data is expensive and costs increase when... 

! A task requires specialized expertise

E.g. “Only a trained linguist or a board certified radiologist can label my data”

! Labeling examples involves making multiple decisions 

E.g. “Annotate this sentence with a parse tree”

(instead of a single binary decision)

4Credit: https://svivek.com/teaching/lectures/slides/weak-supervision/weak-supervision.pdf



5Credit: https://dawn.cs.stanford.edu/2017/07/16/weak-supervision/



Example (I): labeling with heuristics+RZ�DERXW�QRZ"
7DVN��%XLOG�D�FKHVW�[�UD\�FODVVLILHU
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6[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

(normal/abnormal)



Example (I): labeling with heuristics

7[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]
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How do we obtain Y?



Example (I): labeling with heuristics

&URVV�0RGDO�:HDN�6XSHUYLVLRQ

1RUPDO�5HSRUW /)V

6RXUFH��.KDQGZDOD�HW��DO�������&URVV�0RGDO�'DWD�3URJUDPPLQJ�IRU�0HGLFDO�,PDJHV
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(labeling functions)

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Example (II): Labeling with knowledge bases
Task: relation extraction from text

● Hypothesis: If two entities belong to a certain relation, any sentence 
containing those two entities is likely to express that relation 

● Key idea: use a knowledge base of relations to get lots of noisy training 
examples 

9Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases

10Adapted from https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf

Frequent Freebase relations 



Example (II): Labeling with knowledge bases
Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

Training data 

11Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases

12

Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 

Training data 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
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Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Collecting training data 

Bill Gates founded Microsoft in 1975. 
Bill Gates, founder of Microsoft, … 
Bill Gates attended Harvard from… 
Google was founded by Larry Page … 

Founder: (Bill Gates, Microsoft) 
Founder: (Larry Page, Google) 
CollegeAttended: (Bill Gates, Harvard) 

Corpus text 

Freebase 

(Bill Gates, Microsoft) 
Label:  Founder 
Feature:  X founded Y 
Feature:  X, founder of Y 

Training data 

(Larry Page, Google) 
Label:  Founder 
Feature:  Y was founded by X 

(Bill Gates, Harvard) 
Label:  CollegeAttended 
Feature:  X attended Y 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Example (II): Labeling with knowledge bases
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Negative training data 

Larry Page took a swipe at Microsoft... 
...after Harvard invited Larry Page to... 
Google is Bill Gates' worst fear ... 

Corpus text 

(Larry Page, Microsoft) 
Label:  NO_RELATION 
Feature:  X took a swipe at Y 

Training data 

(Bill Gates, Google) 
Label:  NO_RELATION 
Feature:  Y is X's worst fear 

(Larry Page, Harvard) 
Label:  NO_RELATION 
Feature:  Y invited X 

Can’t train a classifier with only positive data! 
Need negative training data too! 
 
Solution? 
Sample 1% of unrelated pairs of entities. 

Credit: https://courses.cs.washington.edu/courses/cse517/13wi/slides/cse517wi13-RelationExtractionII.pdf



Integrating multiple noisy labels

6RXUFH��$��5DWQHU�HW��DO�KWWSV���GDZQ�FV�VWDQIRUG�HGX������������ZHDN�VXSHUYLVLRQ�

:HDN�6XSHUYLVLRQ�)RUPXODWLRQ

17[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels
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'DWD�3URJUDPPLQJ

8QODEHOHG�
'DWD��;
�1�SRLQWV�

/DEHOLQJ�IXQFWLRQV
�0�IXQFWLRQV�

/DEHO�0DWUL[
/��1�[�0� Ӻ

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels
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'DWD�3URJUDPPLQJ

8QODEHOHG�
'DWD��;
�1�SRLQWV�

/DEHOLQJ�IXQFWLRQV
�0�IXQFWLRQV�

/DEHO�0DWUL[
/��1�[�0� Ӻ"

[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]



Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

20[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

'DWD�3URJUDPPLQJ
+RZ�GR�ZH�REWDLQ�SUREDELOLVWLF�ODEHOV��Ӻ��IURP�WKH�ODEHO�PDWUL[��/"

$SSURDFK�����0DMRULW\�9RWH
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Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 1 - Majority Vote

21[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]
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/HW¶V�VD\�/� �>>�������������@��>�������������@@�
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&URVV�0RGDO�:HDN�6XSHUYLVLRQ

1RUPDO�5HSRUW /)V

6RXUFH��.KDQGZDOD�HW��DO�������&URVV�0RGDO�'DWD�3URJUDPPLQJ�IRU�0HGLFDO�,PDJHV

Majority vote fails:



Integrating multiple noisy labels
How do we obtain probabilistic labels, Ỹ, from the label matrix, L? 

Approach 2
Train a generative model over P(L, Y) where Y are the (unknown) true labels 

22[Credit: http://cs231n.stanford.edu/slides/2018/cs231n_2018_ds07.pdf]

'DWD�3URJUDPPLQJ
3XWWLQJ�LW�DOO�WRJHWKHU���

6RXUFH��$��5DWQHU�HW��DO�KWWSV���KD]\UHVHDUFK�JLWKXE�LR�VQRUNHO�EORJ�ZHDNBVXSHUYLVLRQ�KWPO



Summary: Weak/distant supervision
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Summary: Weak/distant supervision
● Noisy labels from heuristics, knowledge bases, constraints, …
● Integrating multiple noisy labels 
! Majority vote
! Generative modeling
! …

● Not all information/experiences can easily be converted into labels 
! “Every part of speech sequence should have a verb“
! “In a sentence with word ‘but’, the sentiment of text after ‘but’ dominates”
! “Every image patch that is recognized as a bicycle should have at least one 

patch that is recognized as a wheel” 
! I have a “discriminator” model that can tell me whether a model-generated 

image is good or not

● Need a more flexible framework to incorporate all forms of experiences
24



Experiences of all kinds 

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes
25

Knowledge graphs
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Can we incorporate all types of experiences in learning?

Data examples Rewards Auxiliary agentsRules/Constraints

Type-2 
diabetes is 90% 
more common 
than type-1 

Adversaries

And all combinations thereof…

Master classes
28

Knowledge graphs



Algorithm marketplace

actor-critic
imitation learning softmax policy gradient

policy optimization

posterior regularization
constraint-driven learning

regularized Bayes 

GANs

active learning

intrinsic reward

inverse RL

knowledge distillation

energy-based GANs 

maximum likelihood estimation

prediction minimization generalized expectation

learning from measurements 

adversarial domain adaptation

reinforcement learning as inference

data augmentation

data re-weighting

label smoothing

weak/distant supervision

reward-augmented maximum likelihood

Designs Driven by: experience, task, loss function, training procedure …
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You don't need something more in order to get 
something more.

-- Murray Gell-Mann (1929–2019), Physicist, Nobel laureate

Need a unifying perspective



“Standard equations” in Physics

Diverse 
electro-
magnetic 
theories ∂vF

uV
=

4π

c
ju

ε
uvkλ

∂vFkλ = 0

Maxwell’s Eqns: 
original form

Maxwell’s Eqns
simplified w/ 
rotational 
symmetry

Maxwell’s Eqns
further simplified 
w/ symmetry of 
special relativity

Standard Model 
w/ Yang-Mills 
theory and US(3) 
symmetry

1861 1910s 1970s

Unification of 
fundamental 
forces? 

31
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A “Standardized” View of ML



Recap: MLE

● The most classical learning algorithm 

● Supervised:
! Observe data 𝒟 = {(𝒙∗, 𝒚∗)}
! Solve with SGD

● Unsupervised:
! Observe 𝒟 = 𝒙∗ , 𝒚 is latent variable
! Posterior 𝑝"(𝒚|𝒙)
! Solve with EM, etc

33

min
"
− 𝔼 𝒙∗,𝒚∗ ∼𝒟

1
log 𝑝"(𝒚∗|𝒙∗)

min
"
− 𝔼𝒙∗∼𝒟

1
log5

𝒚
𝑝"(𝒙∗, 𝒚)



Recap: MLE as entropy maximization 

● Duality between Supervised MLE and maximum entropy, when 𝑝 is 
exponential family

34

min
((𝒙,𝒚)

𝐻 𝑝

s.t. 𝔼( 𝑇(𝒙, 𝒚) = 𝔼(+∗,,∗)∼𝒟 𝑇(𝒙, 𝒚)

features 𝑇(𝒙, 𝒚)

data as constraints

Shannon entropy 𝐻

* Proof with Lagrangian method



Recap: MLE as entropy maximization 

● Unsupervised MLE can be achieved by maximizing the negative free energy: 

! Introduce auxiliary distribution 𝑞(𝒚|𝒙) (and then play with its entropy and cross entropy, etc.)

35

log5
𝒚
𝑝"(𝒙∗, 𝒚) = 𝔼-(𝒚|𝒙∗) log

𝑝" 𝒙∗, 𝒚
𝑞 𝒚 𝒙∗ + KL 𝑞 𝒚 𝒙∗ || 𝑝" 𝒚 𝒙∗

≥ 𝐻 𝑞 𝒚|𝒙∗ + 𝔼-(𝒚|𝒙∗) log 𝑝"(𝒙∗, 𝒚)



Bayesian Inference
● Posterior

● Connecting to maximum entropy, as an optimization problem [Zellner, 1988]:

36

𝑠. 𝑡. 𝑞 𝒛 ∈ 𝒫
(the normality constraint of a probability distribution)



Posterior Regularization
● Under the optimization viewpoint of Bayesian inference, it’s natural to 

consider other types of constraints that encode richer problem structures 
and domain knowledge

● Posterior regularization [Ganchev et al., 2010], or regularized Bayes (Zhu et 
al., 2014)

! 𝝃: slack variables
! 𝑈 𝝃 : a penalty function (e.g., L1 norm of 𝝃)
! 𝑄 𝝃 : a subset of valid distributions over 𝒛 that satisfy the constraints determined 

by 𝝃 37



Posterior Regularization

● Ex: let 𝑇 𝒙∗, 𝒛 be a feature vector of data instance 𝒙∗, a constrained 
posterior set 𝑄 𝝃 with ”feature expectation” constraints can be defined as

! i.e., bounds the feature expectations with ξ
● Assuming 𝑈 𝝃 = ∑𝜉/, rewrite without slack variables

38



Posterior Regularization

! 𝑈 𝝃 = ∑𝜉!
● solution for 𝑞 𝒛 :

39

𝑞 𝒛 = exp log 𝑝(𝒙, 𝒛) + 𝑇 𝒙∗ , 𝒛 / 𝑍

= 𝑝(𝒙, 𝒛) exp 𝑇 𝒙∗, 𝒛 /𝑍

* Proof with Lagrangian method



Key Takeaways
● Recap: Supervised MLE and maximum entropy
● Recap: Unsupervised MLE and maximum entropy
● Bayesian inference and maximum entropy
! Bayesian inference as optimization

● Posterior regularization:
! Constrained Bayesian inference => constrained optimization

40



Questions?


