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Recap: Two Central Goals

e Generating human-like, grammatical, and readable text

o Model: Progressive generation
o Learning: Exposure bias, criteria mismatch: reinforcement learning

e Generating text that contains desired information inferred from inputs

o Machine translation
=  Source sentence --> target sentence w/ the same meaning

o Data description
= Table --> data report describing the table

o Attribute control
= Sentiment: positive --> "I like this restaurant”

o Conversation control
= Control conversation strategy and topic



Recap: Unsupervised Controlled Generation of Text

e Sentence-level control

o Text attribute transfer (style transfer) [Hu et al., 2017; Yang et al., 2018]

o Text content manipulation [Lin et al., 2020]

e Conversation-level control

o Target-guided Open-domain Conversation [Tang et al., 2019]

_____________________________________________________________________________________________________________________________

ErKey idea:
.+ Decompose the task into competitive sub-objectives
» Use direct supervision for each of the sub-objectives



Recap: Two Issues of MLE

o Exposure bias [Ranzato et al., 2015]

» Training: predict next token given the previous

ground-truth sequence

 Evaluation: predict next token given the previous
sequence that are generated by the model itselt

e Mismatch between training & evaluation

criteria

o Train to maximize data log-likelihood

o Evaluate with, e.g., BLEU

[Ranzato et al., 2015] Sequence Level Training with Recurrent Neural Networks
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Recap: Reinforcement Learning

State s,

Reward r,

Next state st+1

Environment

Action a t



Recap: Markov Decision Process

Defined by: (S, .A, Ra ]P)a ’7)

S : set of possible states

A : set of possible actions

R : distribution of reward given (state, action) pair

P : transition probability i.e. distribution over next state given (state, action) pair
Y : discount factor



Reinforcement Learning (RL)

 Plug in arbitrary reward functions to drive learning
* Fertile research area for robotic and game control

« But ... limited success for training text generation

» Challenges:

» Large sequence space: (vocab-size)textlength ~ (1(6)29

» Sparse reward: only after seeing the whole text sequence
* Impossible to train from scratch, usually initialized with MLE

* Unclear improvement vs MLE



RL for Text Generation: Background
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* (Autoregressive) text generation model:
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RL for Text Generation: Background
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 (Autoregressive) text generation model: : —1 7
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exp fo (VelY<t) logits }
2.y €XD fo V'Y<t

In RL terms: {trajectory, T} { aCtiO”’/a\tj { state, s; } { policy g (a; | S¢ ) }

* Reward ry = r(s;, a;)

Sentence y = (g, -, Y1) o (Ve | Y<i) =

 Oftensparse:r; =0fort<T

» The general RL objective: maximize cumulative reward J(m) =Erwx | > ~'re

» (-function: expected future reward of taking action a; in state s;
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RL for Text Generation: Background

* On-policy RL g
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On-policy RL

Model’s Generated Data

eople carrying food on trays.

I Girl flies a tray of trays.

Horse grass cat dog are.
| Abarbers cooking grass.

» Most popular, e.g., Policy Gradient (PG)
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Generate text samples from the current policy g itselt

* On-policy exploration to maximize the reward directly
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Extremely low data efficiency: most samples
from 1y are gibberish with zero reward
y
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RL for Text Generation: Background

» Off-policy RL

* e.g., Q-learning

Off-policy RL

(Static) Training Data

A skier is skiing down a mountain.

A dog are wags its tail down the boy.
Men paddle her wings on the lake.

The woman is carrying two trays of food.
A barber is giving a haircut.

» Implicitly learns the policy m by approximating the Q™ (s¢, a;)

» Bellman temporal consistency: Q*(s¢,a:) =7 + ymax Q" (8441, ar41)

* Learns Qg with the regression objective:

£(0) =E,
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Arbitrary policy, e.g.,
training data
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Regression target

Qe(Staat))z

» After learning, induces the policy as a; = argmax, Qg+ (s¢, a)
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Off-policy RL
RL fOr TeXt GeneratiOn: BaCkgrOund (Static) Training Data

A skier is skiing down a mountain.
A dog are wags its tail down the boy.
Men paddle her wings on the lake.

The woman is carrying two trays of food.
A barber is giving a haircut.

» Off-policy RL

* e.g., Q-learning

.. . . . )
» Implicitly learns the policy m by approximating the Q™ (s, a;) W"/SIow updates: gradient
* Bellman temporal consistency: Q(s:,at) =7+ ymax Q" (st+1,ar41) involves only Q%'Value of one
Q41 action a, (vs 10° vocab size) y

* Learns Qg with the regression objective:
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Ark.n’Frary policy, e.g., Regression target is unstable
training data . Bootstrapped Qg
- > \- Sparse reward 1z = 0 (t < T): no “true” training signal)

L . 2
» After learning, induces the policy as a; = argmax, Qg+ (s¢, a) |



RL for Text Generation: Background

On-policy RL

* On-policy RL, e.g., Policy Gradient (PG) T i
| Mode.l’s g:dno?,:ityid Data |

» Exploration to maximize reward directly | Gifes e

A skier on on on on to the mountain.

Model

I

I

Horse grass cat dog are.

| Abarbers cooking grass. I
|

W Extremely low data efficiency e

» Off-policy RL, e.g., Q-learning
Off-policy RL

& Unstable training due to bootstrapping & sparse reward

4 N
(Static) Training Data

& Slow updates due to large action space

A dog are wags its tail down the boy.
Men paddle her wings on the lake.
The woman is carrying two trays of food. MOd e'

W Sensitive to training data quality; lacks on-policy exploration
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New RL for Text Generation: Soft Q-Learning (SQL)

(Hard) Q-learning SQL
» Goal » Goal: entropy regularizea
T P i T I
J(m) =B | ) 7' Intaxtnt (1) = Error | S 4t + oM (m (- | 80))
- - t=0
* Induced policy » Induced policy
exp Qp=(a;|s
a, = argmax, Qg+(S¢, a) T+ (a; | §¢) = P - (@:5t)

2.a €Xp Qg+ (als;)

{Generation model’s “logits” now act as Q-values !}

sequence
= P =0} = reward <€—

logits

Q-values ~~4
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New RL for Text Generation: Soft Q-Learning (SQL)
sQL

(Hard) Q-learning

¢ Goal

JUE) = Eopnsy

* Induced policy

|~ T

> o'

L#=0

a; = argmax, Qg+ (¢, a)

* Training objective:

» Based on temporal consistency

WUns’table training / slow updates

JMaxEnt (77) —

* Induced policy

T+ (a; | §¢) = 3

-
LT~

» Goal: entropy regularizea

> A+ aH (m (-] se))

exp Qg+ (a;|s¢)

* Training objective:

a €XP QB*(a‘St)

« Based on path consistency
"~ Stable / efficient




Efficient Training via Path Consistency v (5= 1Y ewe' (s.)

; exp Q" (s, a)
. . m(a]s)= —y
* (Single-step) path consistency L
* * * | - J
V= (st) =YV (8t41) = re —logm (as | s¢) = updates: gradient
. S involves Qg values of all
Objective ~ Regressiontarget ~_ tokens in the vocab
1
LsqL.pcL() =Ex | 5 Q—— Vi (8t) + V5 (8e41) + e - log ma (ar | ¢)
T I R e I -
~ Ag(s, a;), advantage
4 )
SQL matches log probability of token a; with its advantage
V.S.
MLE increases log probability ot token a; blindly
N /

[Nachum et al., 2017]



Efficient Training via Path Consistency

* (Single-step) path consistency

* QObjective

LsoL. pcL(0) =

* Objective

CSQL, PCL-ms (9)

[Nachum et al., 2017]

V™ (st) =YV (8441) = r¢ —logn™ (ay | s¢)

Regression target

(Multi-step) path consistency

V*(st) =" ~'V* (s741)

V*(s) =log Za, exp Q™ (s,a’)

exp Q* (s, a)
.. expQ* (s,a’)

m(a]s) =

| —_—

~ A

updates: gradient
involves Qg values of aff

/Gokens in the vocab

updates: Non-zero
reward signal r as
regression target

~

J
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Efficient Training via Path Consistency

* (Single-step) path consistency

* QObjective

LsoL. pcL(0) = E

m(a]s) =

V7 (8t) =7V7 (8t41) = re —logn”™ (as | s¢)

Regression target

-

N

Arbitrary policy:
» Training data (if available) = off-policy updates
* Current policy — on-policy updates

* We combine both for the best of the two

ESQL, PCL-ms (6)
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V™ (s) =log Za, exp Q™ (s,a’)

exp Q* (s, a)
.. expQ* (s,a’)
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~ A

updates: gradient
involves Qg values of all

/Gokens in the vocab

~ A

updates: Non-zero
reward signal r as
regression target

~

J

18



Implementation is easy

model = TransformerLM(...)

lter range(max_titers):
mode "off-policy":
batch ='dataset.sample_b§tch() U G L T
sample_ids = batch.text_uds Q_values, Q values_target, actions, rewards):

mode == "on-policy": Q_values. logsumexp(dim=-1)
sample_ids = model.decode() Q_values[actions] - V
Q_values = model.forward(sample_ids) target = Q_values_target. logsumexp(dim=-1)

Q_values_target = target_model.forward(sample_1ds) A2 = masked reverse cumsum(

_ A, lengths=actions.sequence_length,
rewards = compute_rewards(sample_1ids) dim=-1)

sgl_loss = multi_step_SQL_objective( F.mse_Lloss(
Q_values, A2, rewards.view(-1, 1) - V_target,

reduction="none"
Q_values_target, )
actions=sample_1ids,
rewards=rewards)




Applications & Experiments
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Application (I): Learning from Noisy (Negative) Text

» Entailment generation

» Given a premise, generates a hypothesis that entails the premise
» "“Sophie is walking a dog outside her house” -> “Sophie is outdoor”

» Negative sample: “Sophie is inside her house”

* Training data:
» Subsampled 50K (premise, hypothesis) noisy pairs from SNLI
* Average entailment probability: 50%

» 20K examples have entailment probability < 20% (~ negative samples)

 Rewards:

» Entailment classifier
» Pretrained LM for perplexity

» BLEU w.r.t input premises (which eftectively prevents trivial generations)
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Application (I): Learning from Noisy (Negative) Text

» MLE and pure oftf-policy RL (GOLD-s) do not work « rely heavy on data quality
« SQL (full) > MLE+PG (PG alone does not work)
 SQL (single-step only) does not work: the multi-step SQL objective is crucial

Entailment-rate and language-quality vs diversity (top-p decoding w/ ditferent p)

100
A A -®- GOLD-s
90 - MLE
\. 5001 -@- MLE+PG
80 - " ‘i SQL (single)
\ ~® - SQL (full, ours)
, 70- \ ] 400 -
© % ‘
o4 & >
= 60 - g
< o, S 300
& -
£ \ \ e
B =Y ® &
c
L 200 A
40 -
-®- GOLD-s
MLE
30 - ]
~®- MLE+PG 100
20 - :Qt (?Tlgle) > 4
~®- SQL (full, ours) el A AamEBAItAS -
5 6 7 8 9 10 5 6 7 8 9 10
Diversity Diversity
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Application (ll): Universal Adversarial Attacks

~ Hugging Face

 Attacking entailment classitier : s s |

l____d

* Generate readable hypotheses that are classified as
“entailment” for all premises e e

» Uncondiitional hypothesis generation model

facebook/bart-large-mnli

* Training data:

» No direct supervision data available

» "Weak"” data: all hypotheses in MultiNLI corpus Previous adversarial algorithms are
not applicable here:
» Rewards: » only attack for specific premise

 not readable

 Entailment classifier to attack

» Pretrained LM for perplexity
* BLEU w.r.t input premises
* Repetition penalty



Application (ll): Universal Adversarial Attacks

« SQL (full) > MLE+PG (PG alone does not work)

* MLE+PG collapses: cannot generate more diverse samples

Entailment Rate

100 -
. -®@- MLE+PG 1401 —@- MLE+PG
90 A .-~.‘§~ .‘ ~®- SQL (ours) 120 4 —®- SQL (ours)
s*\\
80 - “\‘ _ 100
e /
70 - \‘ ‘?ﬁ 80 - !
i N a ®
60 .\ &LJ 60 1 /
50 - ~.\\ 40 -
40 b
‘\. 20 4 .—'.""'—.—’4 ".,,..
30 - R el & - - =@ - @
2 4 6 8 10 2 4 6 10
Diversity Diversity
Model Generation Rate
MLE+PG | i 90.48
SQL (ours) | the person saint-pierre-et-saint- 97.40
paul 1s saint-pierre-et-saint-paul .

Samples of highest attack rate
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Application (lll): Prompt Generation for Controlling LMs

» Generate prompts to steer pretrained LM to produce topic-specitic sentences

Prompt

') - 1/ '/ — — — 1/
science Generator | —> “the chemical microscope is In summary
topic prompt (model’s output) input sentence

Reward Function

T T NI AT TR e o R QRN TR S e IR Qe e SoSLonNNETe: TWE pyme n n, So TH AR R pNerpes mane ywar ol \

| Generated :

| Sentence 1 |

reward: — | |

' |

d

average score Generated
| «—  SentenceN

AN SN B B B B B S B B B SIS SIS GBI BRI BB B GBI I BEEEE SRS SIS B BT B B B0 e

Existing gradient-based prompt tuning methods are not applicable due to discrete components
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Application (lll): Prompt Generation for Controlling LMs

2y 2y A Sy 2 2\ o
ST e e R g
OF SO oy W G O
6 % BN @0 e mor
X o QQ Q" QO o
A SRS

Topic accuracy

Steered decoding: PPLM, GeDi
SQL achieves best accuracy-fluency trade-off
Prompt control by SQL, MLE+PG > PPLM, GeDi

 and much faster at inference!
SQL (off-policy only) > MLE

PPILM GeDi MLE (5) SQL (off, 5)

12.69 123.88 25.70 25.77
MLE+PG (5/10/15) SQL (5/10/15, ours)
25.52/28.16/28.71 25.94/26.95/29.10

Language perplexity

Model PPLM GeD1 SQL
Seconds 5.58 105 0.07

Time cost for generating one sentence
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Promising results on standard supervised tasks

» SQL from scratch is competitive with MLE in terms of performance and stability

 Results on E2E dataset

« PG from scratch fails

20+

40 1

30 -

Model | MLE PG MLE+PG SQL (ours)
val 45.67 0.00 49.08 47.04 2 —
test 4175 0.00 42.20 41.70 PG from scratch — P
10 - - MLE<4+PG
BLEU scores Q SQL (ours)

0 20000 40000 60000 80000 100000

Training curves



Promising results on standard supervised tasks

» SQL from scratch is competitive with MLE in terms of performance and stability
* Results on E2E dataset

« PG from scratch fails

» SQL is less sensitive to hyperparameters than MLE+PQG

50
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" Il Y
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30 l h HHL AM!" J’llwf‘v '1,\ ‘”M VW FW/ Mﬂ‘ ||| / "4
10.0- |WL w M \,‘ ‘f V | [ u
| I |
20 | 7.5 M 1| '
4 —SERELD ‘l HH I —— MLE+PG
SQL (ours) 5.0 - w p ot (i)
10
2.5 -
0 1 0.0 -

Training curves of different reward scales



Summary of SQL for Text Generation

* On-policy RL, e.g., Policy Gradient (PG)

Wf Extremely low data efficiency

» Off-policy RL, e.g., Q-learning
Wf Unstable training; slow updates; sensitive to training data quality

« SQL

» Objectives based on path consistency
** Combines the best of on-/oft-policy, while solving the difficulties
= from scratch given sparse reward

5 given large action space

» Opens up enormous opportunities for integrating more advanced RL for text generation
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Questions?




